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Abstract—This paper outlines the automatic construction of approach on a set of ecological videos is described in Sectio
video processing solutions using multiple software compamts V/| while Section VII concludes.
as opposed to traditional monolithic approaches undertake by
image processing experts. A combined top-down and bottom- II. BACKGROUND
up methodology was adopted for the derivation of a suitable .
level of granularity for a subset of image processing compants During the last twenty years, several notable efforts have
that implement video classification, object detection, cauting contributed to providing knowledge assisted systems and
and tracking tasks. 90% of these components are generic and frameworks for automating the tasks of video and image
could be applied to any video processing task, indicating aigh  5ng1ysis. Indeed, incorporating knowledge into video and

level of reusability for a spectrum of video analyses. Domai . VSi h . h
specific video analysis approaches (that exploit combinains of Image analysIS approaches appears as a promising approac

the above components) are built by using an automatic workfle ~ for improvilng efficiency. |7LVE [1] i.S a goal-directed image

composition module that relies on decomposition-based ptming ~ segmentation system which uses image features and transfer

and ontologies. Evaluation on a set of ecological videos imte processes as fundamental descriptive terms to represent th

that the proposed approach is faster and more flexible to addp ngpledge about image segmentation. It utilizes productio

to changes in domain descriptions than specialized componts les t ide it hf timal i . |

written from scratch by image processing experts. r,u es 1o guide Iis searc ,Or 0_p |ma. Image proc_essmg Solu-
tions. CONNY [2] was built to investigate the basic concepts

. INTRODUCTION for a self configuring image analysis system aimed at facil-

itating high flexibility in handling different types of imag

Despite be'ﬂg a relatively young field, computer v_|5|on_haf%r different analysis tasks and the direct transfer of homa
advanced rapidly over the past few decades especially in the

. : . expert knowledge into the knowledge base of the system.
branch ofvideo and image processing (VIP) Generally, .
VIP includes tasks such as recognition, motion analysenec OCAPI [3] attempted to overcome the rigidity of other expert
reconstruction and image restoration. Recognition tytyicaSyStems by integrating image processing procedures aé thre

involves the identification of pre-specified objects of et levels; physical, syntactical and semantic. It also matlele

the relationships between the various entities in the ayste

while motion analysis includes tasks such as target demc“making it one of the pioneering systems that attempted at

and tracking that involve following the movement of a set L . . . .
. . . : . semantic integration that is achieved by ontologies today.
of points of interest or objects in the image sequence. Th

COLLAGE/KHOROS [4] is a NASA-driven initiative that

are often conducted computationally by image ProCcessIgheq at integrating an action-based planner (COLLAGE) to a

experts using highly specialized software. This work airmns a. i . . .
providing a more flexible methodology for performing VIPV|suaI based library of image processing modules (KHOROS)

: o to aid earth system scientists who study earth’s ecosystems
tasks automatically so that specialized software does @ed n y y y

: . The described approaches are limited to a list of restricted
to be written from scratch each time. Moreover, the proposed o
: . . and well known goals. Therefor@ priori knowledge on the
system allows also users without image processing expertjs .. . . o
application context (domain-specific concepts such asosens

to conduct complex VIP tasks. The remainder of the Papg pe, noise, lighting, target’s informatioatc) and on the goal

IS as follows: first, _related work in knowledge-basgd V'S'O[}c/) achieve were implicitly encoded in the knowledge basés Th
is discussed (Section Il) followed by an explanation of g

motion detection system (Section IIl). Section IV elabesat Mmplicit knowledge restricts the range of application damsa

. . for these systems and it is one of the main reasons that impede
the methodology undertaken by this work to derive a set of Vlt'ﬁe reusing for wider VIP tasks and solutions of the devealope

components based on video classification, object detectign
software components.

counting and tracking. The VIP components are introduced in .-
. ) " . Furthermore, most vision-based efforts concentrate on pro
Section V, then their use within a workflow context is outtine _ . . ; gy . e
: oy viding highly specialised techniques for very specific &ppl
An experiment to evaluate the efficiency of the proposed.. : .
cation domains due to the high demands for performance

*This research was funded by European Commission FP7 grati2a5 and accuracy, and, 'm.age. processing experts, Oft_en' deglgn
in the Fish4Knowledge project (www.fish4knowledge.eu). and develop such applications from scratch each time, using



trial-and-error cycles and often not reusing already devedl pixel processing level aims at identifying pixels belorgyin
solutions [5]. to objects (in this case, fish), hence at classifying pixsls a
In short, knowledge-based vision approaches are stiltdichi foreground (objects) or background by a comparison with a
because they solve VIP problems using highly specializédckground model, which is also created at this level. This
hand-crafted solutions targeted at specific taskg,detection, motion detection system uses a fusion of two background mod-
classification, segmentatioaic. While this generally aims at els, Adaptive Gaussian Mixture and Moving Average models.
higher accuracy, new solutions need to be rebuilt from sbratThe fusion of the two background models is achieved by
for new data or tasks. This work tries to overcome this limitdinding the intersection between the two background images.
tion through a flexible approach based on decompositioréba®©nce a background model is created, the foreground objects
planning and ontologies. In the next section an exampleanotiin the current frame image are determined. This is achieyed b
detection system for fish detection and tracking in undezwatemoving occlusion and negligible (small) objects. Theetsx
videos is shown. identified can be visualised as a binary image (with black and
white pixels) with the objects represented as white pixal$ a

I1l. FISH DETECTION AND TRACKING the background as black pixels. Fig. 2 illustrates an exampl
Typically image processing experts solve VIP tasks by

designing and implementing, in form of single software com- 8
ponents, ad-hoc solutions that explatpriori knowledge of
the domain of interest. In this section, a software compgnen
which performs video classification, object (fish) detettio
counting and tracking tasks for undersea videos [6], is de-

processes. In general, motion detection systems disshgui
three levels of processing; pixel, frame and tracking [4. T
illustrate a concrete example, the pixel level processiagme el level ) dentify § 4 oedriahn) |
level and tracking level algorithms for fish detection, cting (F):?g'inza'l (e m?;ge ’zlrgf‘ifss'”g to identify foreground olg¢right) from
and tracking tasks are shown in Fig. 1. The shaded boxes

perform subtasks at each processing level. pixels for grouping them into defined blobs, excluding the
groups of pixels smaller than a certain size (size filtering)
Moreover, the objects to be detected should be separated

Pixel Level Processing

proprocsssing [—>f oo > “Cosateaton from their shadows and occlusion suppression should be
/\ done to separate blobs that represent more than one object.
Shape filtering could also be applied to exclude objects of

Create Adaptive Create Moving Average
Gaussian Mixture Model > Background Model

e T S It non interest. Basically this processing involves detgctime
correct objects (blobs) among all the objects identifiednfro
the pixel level processing.
Frame Level Processing Following the example from Fig. 2, once the foreground
gz orect Sobs stados & Occlon objects are determined, they will need to be reanalyzed to
identify the objects that are of interest for the detectiaskt
i.e. fish. This is often done via a shape and/or size filtering
mechanism. In this example, morphological operations that
include a smoothing, followed by a dilation and then an
erosion are applied to the binary image produced by the pixel
Tracking Level Processing level processing. A shape filtering is also applied where the
shape of a fish object is determined via the computation of
Blob Matching the area of the convex hull of a blob over the area of the
’\ blob itself. Fig. 3 illustrates an example frame level psxieg
— p— — to detect fish. Finally the tracking processing level aims at
Hus Plane [~ Backprojecon Camshit achieving, after an appropriate extraction of the blob&tdiees,
blob matching to track the objects over time. This involves
Fig. 1.  Pixel, frame and tracking level processing algonihfor fish _Comp_ansons between the blf)b In question _Wlth all the blobs
detection, counting and tracking task. in a fixed number of preceding frames to find the blob that
matches it best.
As can be seen from Fig. 1, the algorithms at the pixel Taking the example from Figures 2 and 3, once the cor-
level are first applied, followed by the ones at the framect blobs have been identified, the processing is passed to
level and finally the algorithms at the tracking level. Théhe tracking level. Here, objects in consecutive frames are

Dilation Erosion

Shape and Motion
Features




task is solved by combining low level processes into a sin-
gle component that works only on one task (domain) or a
small subset of tasks. In order to construct image procgssin
programs automatically, IP processes of a lower level of
granularity would be required. In order to do this, a combine
top-down and bottom-up approach was adopted, similar to
the method advocated by Uschold and King for ontological
building approach [10]. First, the aforementioned fish dieba
Fig. 3. Frame level processing to identify blobs (right)nfrdinary image and tracking software component was inspected thoroughly
(left) with detected objects. and tasks were broken down in a top-down manner. This
involved breaking down the steps used in solving the task
into meaningful VIP processes (blocks or components). Sub-
examined to identify which ones represent the same figBquently, however, the bottom level processes were gtbupe
object (tracking). First, the backprojection image of theeh py procedure to provide a coarser level of granularity thasw
plane is computed. This image is used to predict whatfgre manageable. This methodology has been used effgctivel
blob will look like in the next frame using the Continuouslyq accomplish the derivation of image processing companent

Adaptive Mean Shift (Camshift) algorithm [8] by returningfor this work. The approaches are outlined in more detail
its centre, orientation and size. Using these three inftiona pejow.

the Euclidean distance between the blobs in two frames are
calculated to determine the closest matching pairs. This As Top-down: Function Calls as Primitive Tasks

repeated to compare blobs in a segment of ten consecutiv?nitia”y, a top-down approach was adopted whereby oper-
frames. In this way, pairs of blobs that “match” i

) , , in the segmen; s \vere represented by primitive processes in the whole
refer to the same fish object. Fig. 4 shows the result of apgly'image processing software component. The VIP task can be

tracking level algorithms for ﬁSh_ _00“”“”9 and tra(_:king.eThseen as the high level goal that is decomposable into several
_ne_xt step foresees the recognition of _f'Sh species [9], lWlﬁrajor subtasks that are in turn decomposable into further
it is beyond the scope of the paper since we propose

, . ) tasks until primitive processes are encountered. OpénC
knowledge-based method only for fish detection and tracknwas selected as the basis for the image processing code
after surveying several computer vision libraries. In aityp
cal OpenCV program, the primitive processes correspond to
function calls, assignments, arithmetic and logical opens.
This tedious process involved separating variable detitenrs,
headers and function prototypes from the body of the program
and then breaking down the program body into blocks of major
subtasks, taking into consideration conditional stateamng.
i f-then) and loops. Once the major subtasks were identified,
they were further decomposed until the primitive level.
Fig. 4. Example tracking level processing for fish countimgai video. The hierarchical decomposition was done on a program
Sample _res_ults for fish detection _(Ieft) and fish countinghii. The top of approximately 1000 lines of code performing a video
number indicates the number of fish in the current frame armd tbttom e . . . . .
number indicates the total number of fish in the video so far. classification, fish detection, counting and tracking taék [
This method decomposed the one big task into its primitive
As described above, the fish detection and tracking systéenel operators. Among the major features or modules that
was implemented using VIP processes combined in a singlere determined included i) Pre-processing that includtbesos
monolithic software component. Using such processes, a cotapture and frame image grabbing; ii) A main loop that
bined top-down and bottom-up methodology was applied psocesses each frame which involves fish detection, eidract
derive a flexible system for video classification, fish detegt and tracking procedures; and iii) A classification and otitpu
counting and tracking. In detail, this system selects thgt bghase that computes the final results, and creates an output
combination of the IP processes (underlying the previowigeo containing these results. Fig. 5 shows some example
described system) to adapt to different domains and tasks aperators derived from applying the top-down approach ¢o th
it is intended to provide the basis for a modular and reusadlpenCV program. These are contained at the bottom layer of
way to solve VIP tasks. the diagram and each can be achieved using a single OpenCV
or C++ function call.
IV. METHODOLOGY This exercise yielded 85 unique primitive processes that
One of the most challenging aspects of conducting thigere encoded as operators in the capability ontology and

research was Identlfylng a suitable set of VIP tools that MIOUproceSS |ibrary of the workflow system designed to evaluate
represent a group of operators in a workflow composition and

execution engine (Section V). Typically, an image proaepsi lhttp://sourceforge.net/projects/opencvlibrary




Video Classification, Fish Detection, Counting and Tracking |

Pre-processing | Classification and Results Dsiplay

L

Capture Video | Grab Frame Detection Tracking | Compute Average Values Make Output Video (loop)
Capture Video Convert Image to Greyscale Compute Ratio for Brightness
Grab Frame Threshold Red Frame Compute Ratio for Clearness
Create Frame Image Compute Histogram Determine Green or Not Green
Create Image Copy Create Gaussian Mixture Model Determine Presence of Fish
Create Moving Average Model Create Video Writer
Update Moving Average Model Write Brightness to Frame
Threshold Foreground from Background Write Clearness to Frame

Remove Isolated Pixels Write Green Tone Level to Frame
Identify Blobs

Smooth Image

Dilate Image

Erode Image

Split Hue Plane from HSV Image

Fuse Images

Calculate Backprojection

Compute Camshift

Fig. 5. Using top-down approach to identify some image pgsitey operators for video classification, fish detectiounting and tracking task. Each text
line underneath a set of boxes summarizes the primitivetiome used to implement the tasks given in the boxes.

this work. When run on a one-minute clip containing 30(htuitive representation of the VIP tasks than their priveit
frames, 69,011 steps or operator invocations were produckxlel counterparts. For instance, in Fig. 6, the indepehden
While the top level goals and their immediate subtasks (showomponent “Compute Main Statistical Moments” which was
in white boxes in Fig. 5) provided an intuitive represerttatdf derived by merging primitive tasks “Calculate Mean”, “Qalc

the image processing tasks, the bottom level tasks or apsratate Variance”, “Calculate Third Moment”, “Calculate Fdlur
were too fine grained and did not provide a manageable led¢bment”, “Calculate Uniformity Calculate Smoothness” and
to work with. They were also too technical for an imagéCalculate Standard Deviation”, is a more compact and con-
processing-naive user to comprehend and make decisioms upise concept to represent a subtask to compute the mean,
(e.g.“Split Hue Plane from HSV Image”). Hence some of thatandard deviation and other statistical moments of an énag
low level tasks were merged to produce a coarser level ofCare was taken so as not to merge some tasks that need
granularity, in order to provide a more manageable level féo be invoked independently into higher level subtasks. For

users (and the system) to work with. example, in order to perform the classification of the video,
_ _ three software components were developed independently as
B. Bottom-up: Grouping of Function Calls “Compute and Write Average Luminosity”, “Compute and

Having all the primitive level tasks at hand, they werdVrite Presence of Fish” and “Compute and Write Presence
further packaged where possible to obtain operators withh Algae” were developed independently. This then does
more suitable level of granularity. This involved groupithg NOt impose the classification task to include all of these
bottom level processes (primitive tasks) by procedure. Féfiteria to be classified. “Compute and Write Presence of
the most part, the primitive tasks were grouped to represdfgh”, for instance is not required when performing only the
the subtask one level immediately above them (see Fig. Bideo classification task, while it is required when perforgy
This exercise yielded 30 operators, termed imgependent video classification combined with fish detection, counting

componentsthat were much more manageable to work witf2nd tracking tasks. Hence the procedure involved thorough
They are introduced in Section V. and repeated discussions with image processing experts in
order to produce the operators with the most suitable lefrel o
granularity. A further refinement to reduce the number opste
included incorporation of loops within the operators where
the number of iterations in the loop were known already or
e | CebGunineg  CodoBieinge CoSeNem cesesasioain - could be determined at run-time. With this reduction of adno
~Threshold Red Frame ~Threshold Green Frame - Threshold Blue Frame - Calculate Variance - Caloulate - Calculate Smoothness .
“Compofecvae | -CanpioGeenlite - ConpueBete R threefold in the number of operators from 85 to 30, a sample

- Split Frame to RGB Channels - Calculate Third Moment - Calculate Uniformi . N

' run on the same one-minute clip of 300 frames tested on
Fig. 6. Application of bottom-up refinement to derive thetaaire compo- the operators from the top-down approach now yielded 8706
nents “Extract RGB Colours” and “Compute Main Statisticabrdents”. execution steps, a reduction of almost eightfold [11].

Extract RGB Colours Compute Main Statistical Moments.

The advantage of this bottom-up refinement approach ha¥- VIP COMPONENTS& USE IN WORKFLOW CONTEXT
led to the identification of modules that could be reused for Each identified VIP component falls under one of six cate-
most VIP tasks. In addition, the components provided a mageries; “Pre-processing and Initialisation”, “Compute&om-



inant Colours”, “Compute Main Texture Features”, “Perfornchanges in the domain descriptions for the same task. An
Detection”, “Perform Tracking” and “Perform Video Clas-image processing expert and a workflow modeller have access
sification”. 30 software components were developed for the the same set of VIP tools; the former has an OpenCV
given task, explanation of each component’s function iggiv program with available image processing algorithms writis

in [12]. These components were populated in a processVibrdunctions and the latter in the form of independent software
that was accessible to an automatic workflow composition andmponents defined in the process library (VIP components
execution system, SWAV [13]. SWAV (whose architecture idescribed in Section V). 27 videos of varying quality from
shown in Fig. 7) utilizes decomposition-based planning arbe Taiwanese Ecogrid projéovere used as the data set.
ontologies to compose VIP solutions using the aforemeation Both subjects were familiar with the systems that they were
software components. manipulating. They were given an identical task to perform —
fish detection, counting and tracking in a video. Both system
were able to perform this task using a default detecting

Capabilty Desnpton Goa Process nsgn ~ @and tracking algorithm. In the workflow tool, the Gaussian
i Ontology ey Onlology Ry T mixture model was defined as the detection algorithm, no

Modeller methods were defined for the selection of any other detection
algorithm. In the OpenCV program, the Gaussian mixture

Advice + model was used as the detection algorithm. Six scenarios
i Eq__t) g wiee WETE presented to both subjects containing changes to domai

et Plemer | | Morkfew Enactr we conditions (see Table 1). Both subjects were asked to make
bomain < modifications or additions of code to their respective ayste

Expert

to cater for these changes in order to solve the VIP task
as best as possible. For this purpose, they were both given

Video & Image Processing Tools which detection algorithm should be selected in each case.

o™ The number of lines of code (OpenCV for image processing

Videos pnti | e i s | s T pomm expert and Prolog for workflow modeller) and the time taken
Data Storage Veo [ [ mose || Sttt Maments | | Wit ocel | HSV vaues | | Camshit to make these modifications were computed for both subjects.

A line of code in OpenCV is represented by a valid C++ line
Fig. 7. Overview of workflow composition framework for videmocessing. Of code,i.e. a line ending with a semi-colon ), a looping or
conditional statement /for/whi |l e). In Prolog, a line of
The high level user request is communicated by the userdade is a single predicate or fact ending with a full stop, (
the design layer. This is then fed to a planner in the workflo@ statement ending with a commg) (or the head of a goal
layer that translates the request to low level VIP invogatio (line ending with: -).
The VIP components contained in the processing layer will be The quality of the solutions was calculated as follows. &her
invoked by the workflow layer directly when needed. They ar@e two values to be considered, the first is the number of fish
also represented formally in the process library and caipabi in the current frame and the second is the number of fish
ontology in the design layer. in the video so far. Each of these was given a score of 1 if
Consider the task “video classification according to brighthere was a match with the ground truth. For each frame, the
ness, clearness and algal (green tone) levels”. The plan gafcuracy could be 0%, 50% or 100%. An average accuracy as
erated by the workflow layer is given in Fig. 8. The shaded percentage is comﬁuted by taking the accuracy of 10 frames
boxes indicate the VIP components used for this task. ItlshOlﬁlSt. eth, 12th . 4d ) from each video over all 27 videos.
be noted that while the overall process diagram for video Statistical hypothesis testing using thalistribution [14]
classification task is the same, the workflow execution caMgs conducted to measure the dependencies between the re-
between different videos are not the same because differgttts obtained for the times (efficiency) taken to make cleang
parameter values will be required for the components. As tHp the workflow tool and OpenCV program. The hypothesis,
is dealt with automatically by the workflow engine, modutari H and null hypothesisN for this experiment were:

and reusability are achieved by the SWAV workflow system. #  Constructing VIP solutions using the workflow tool is
more time-efficient than modifying existing VIP

VI. EVALUATION programs each time a domain description is altered.

An experiment was devised to show that the proposed /N There is no difference in the time taken to solve VIP
approach adapts quicker to changes in user preferences than  tasks using the workflow tool and modifying existing
specialized VIP software components. This is the test gptada programs each time a domain description is altered.
ability of the workflow system to reconstruct VIP solutions

_er1;f1|_C|entIy vyhentthe_”dgmam dfsir'ﬁﬁo?s for Iatt_ask are ?dert performed to determine thevalue and its corresponding

IS experiment will demonstrate that a solution conssuct 5,6 i order to accept or reject the null hypothesis. The
by an image processing expert using a specialized image
processing software component takes longer to produce suchttp://ecogrid.nchc.org.tw

For this sample set, the two sample dependeteist was



frame_no<total_frames

|

Grab Frame
Image

Extract RGB
Colours

Compute
Histogram

Compute Main
Statistical Moments

frame_no=1

Fig. 8.

TABLE |

frame_no=total_frames

Compute and Write
Average Luminosity

Compute and Write
Average Clearness

Write Frames to
Output Video

Compute and Write
Algal Presence

Plan for “video classification according to brighgegclearness and algal levels”.

COMPARISONS OF NUMBER OF NEW LINES OF CODE WRITTENPROCESSING TIMES AND ACCURACIES OF SOLUTIONS BETWEEN SINGtCOMPONENT
VIP PROGRAM AND MULTIPLE-COMPONENT WORKFLOW TOOL TO ADAPT TO CHANGING DOMAIN DESCRIPIONS.

Domain Descriptions

Image Processing Expert

Workflow Miedel

(User Preference) New Lines  Time  Accuracy New Lines Time ukacy
of Code (min.) % of Code (min.) %

Prefer false alarm than miss 43 16 58.25 3 3 59.30
Prefer miss than false alarm 56 23 62.55 2 2 64.80
Clear, no background movement 43 16 58.46 3 3 60.71
Clear, background movement 61 27 60.42 2 2 60.10
Blur, no background movement 43 16 60.88 3 3 62.09
Blur, background movement 57 32 63.80 2 2 61.22
Average 50.50 21.67 60.73 2.50 2.50 61.37

achieved significance level was pf< 0.05 and, assuming [3]
a significance level of» < 0.05, the null hypothesis was
rejected. Thus the workflow tool is faster to adapt to change[g]

in domain descriptions than the image processing program.

VII. CONCLUSIONS

In this paper we have proposed a flexible approach fop!
intelligent video analysis based on a combination of topatlo
and bottom-up approaches to be used in a workflow context. &l
set of 30 low level VIP components have been identified useful
for a typical set of VIP tasks that include video classifioafi
object detection and object tracking tasks. 27 out of 30 e$¢h [7]
VIP components have been identified as reusable with respect
to generic video processing tasks by image processing exper
under the assumptions that the input values they depend &
(text files, images and videos) are specified in the proce
library. The experimental results have shown that the psedo
approach easily and reliably adapts to changes of tasks and
domains. Moreover, this approach also enables the demvati
of multiple combinations of VIP solutions for the same taskioj
making it more flexible than previous approaches that can
only derive a single sequential way for solving a VIP tas 11]
New VIP algorithms will be added and the system will be
evaluated on different domain®.§. video surveillance and
human detection). This approach will also be tested on g
distributed pipeline execution environment.
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