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1 Executive Summary

The study of marine ecosystems is vital for understanding@mmental effects, such as climate
change and the effects of pollution, but is extremely diffibecause of the inaccessibility of
data. Undersea video data is usable but is tedious to an@dtysieoth raw video analysis and
abstraction over massive sets of observations), and idyr@one by hand or with hand-crafted
computational tools. Fish4Knowledge developed methodsdhow a major increase in the
ability to analyse this data: 1) Video analysis that autacadly extracts information about the
observed marine animals which is recorded in an observdatebase. 2) User interfaces that
allow researchers to formulate and answer higher leveltouessover that database without
needing specialist programming skills.

The project concept was to acquire undersea video data fpotm LO cameras off the coast of
Taiwan in coral reef areas, detect and track fish observdueinitieos, which are then recog-
nised according to their species. A database recording datee ektracted from all processed
videos was created. A user interface was developed thatsafitarine ecologists to assess the
distribution of fish by time, date, species, and location.phbject goals were achieved.

As an indication of achievement, the project recorded 524kKue videos, each 10 minutes
long, resulting in 87K hours of video (91 Tb). From these, dildon individual fish instances
were detected, which were tracked, resulting in 145 miltrajectories. 45% of the videos have
had their fish recognised (starting from the highest qualigos first), resulting in 57 million
recognised fish so far. The SQL tables to record the processatlts required about 400 Gb.

The project published 46 peer-reviewed publications s@fas 6 MSc dissertations, and is ex-
pected to lead eventually to 5 PhD theses. Project coderetsito SourceForge. Fish detection,
tracking, recognition and unusual behaviour ground tratia dre publically available. A subset
of the raw videos and the full processed results are publieahilable. The user interface is
publically available at:

http:// gl eoncentral .nchc.org.tw .
We promoted our approach to data capture and analysis todheerecology community. A
partner project has started with the CaribSave consortiuahimg some of the technology and
expertise developed here.

Version 1.0; 2013-11-10 Page 74 of 51 (© Fish4Knowledge Consortium, 2013



IST — 257024 — Fish4Knowledge Deliverable D7.6

2 Project Context, Objectives and Achievements

The project was designed as a next generation big data enguati in which the data feed
was live video observing undersea coral reef formations faid (as contrasted with most
previous video analysis that observes people). The justiidic for this project concept was that
it would push the research boundaries in the ability to 1)atety record and store video data,
2) detect, track and recognise objects in a difficult visumai®nments (water and illumination
distrubances, uncontrolled targets, unbalanced specrapasition), 3) present large amounts
of extracted noisy information is a manner usable to marawogists, but without requiring
them to be computer programmers, and 4) process and stodatdnacquired in a flexible and
efficient manner. The project was aimed at ‘big data’, wheithle project would acquire an
image database: c. 2 billion frames, from which we extrattefdillion fish (images recoverable
but not explicitly stored) and their corresponding degorip (explicitly stored), on the order of
the world’s largest image databases (Google had 10+ biti@®10, Flickr has est. 7 billion in
2013).

The original project objectives as stated in the proposatwe
1. Detecting targets in noisy environments.
2. Characterising interactions between the targets.

3. Recognising fish species by integrating multiple 2D pesspaly distorted views over
time.

Exploiting ontologies to interpret user queries.

Exploiting ontologies to convert queries into workflovgaences.

Storing and accessing massive amounts of video and RDkdatanely manner.
Integration of the research in a publically usable wel too

Creation of a fish database suitable for behavioural anidoermaental studies.

© © N o 0 &

Training of staff in cross-disciplinary methods (conmgrutision with database and work-
flow scientists, computer scientists with biologists).

All of these objectives were achieved, except that the dada@ up being stored as SQL instead
of RDF (although an RDF interface was developed to allow adoeRBF form).

The more detailed objectives of project year 3, which weradlieved, were to:
1. Enhance the detection and tracking algorithms.
2. Extend the species recognition algorithm to more spegidshigher accuracy.
3. Complete system integration (workflow and user interface)

4. Evaluate system performance
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5.
6.
7.

Enhance system to increase data analysis and query amgspeed
Evaluate usability by marine biologists

Process project year’s 1-3 previously recorded videatg®ion complete, Recognition
in final processing stages, 45% complete at time of writing).

The main public outputs of the project were:

1.

3.
4.

Algorithms and associated software for: target detadtiocomplicated environments,
video quality classification, fish species recognition.

A database of 1+ billion detected, tracked and recogriise@dovering 23 species, which
represent 99+% of the observed fish (about 500 Gb).

A subset of the raw videos and associated extracted s€abibut 1 Tb).

46 papers, 5 MSc dissertations and eventually 5 PhD thsmers, all open access.

The key achievements/discoveries/innovations of thesptojere:

1.

Image Analysis Background modeling results beyond the state of the ar, ipainder-
water videos and in standard datasets (e.g., I2R).

Image Analysis Novel approach for discriminating objects of interesinfrthe back-
ground, which extends significantly the objectness apprdmcincluding motion fea-
tures.

Image Analysis A covariance particle filter able to handle multi-objectlosions and
to track effectively objects with 3D complex and unpredi¢girajectories.

. Image Analysis Novel methods for efficiently acquiring large scale grotindh using

clustering.

. Image Analysis Novel methods for recognising deforming similar shapeshjfin 3D

under variable lighting conditions, taking advantage ofigeral consistency, and over-
coming a large imbalance in the class sizes.

. User Interface: Novel approaches to presenting the ground-truth evalnaand their

impact on user trust.

. User Interface: Initiated a study of novel methods for identifying and nesng poten-

tial biases in data.

. Workflow : Novel methods for tracking and controlling computationgress in a com-

plex, but fallable, multi-processor/multi-resourcecatipg platform.

. System A novel interface between the datastores and the heteeogsrcompute ma-

chines was developed. The project also devised a novel Wvarkeo integrate processes
and data within this infrastructure.
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10. System A massive amount of ecological video was recorded. Witleaptaining details

of duplicated video content, the raw video storage (91 Thgoed:

Resolution| <5fps| 5-8fps| 9-23fps| 24 fps| >24fps
320x240| 5,520| 189,101| 5,383 0 0
640x480 0| 90,653| 12,356| 264,421| 1,117

Based on the research achievements, the most valuable fes@&ch directions are thought to
be:

1. Image Analysis Exploiting foreground knowledge of the tracked objectslietter de-
tection, and exploring the benefits of higher resolution f@ster sampling.

2. Image Analysis exploring the benefits of higher resolution on recognition
3. Image Analysis Developing methods for more efficiently acquiring grounath.

4. Image Analysis Developing methods for estimating the correctness oflt®ainen only
a tiny proportion of the data can be manually evaluated.

5. Workflow: Investigation into a more sophisticated self-monitorangd self-repairing
workflow.

6. User Interface: Developing methods for conveying the correctness of te$tdm mas-
sive data sets.

7. Integration: Methods for obtaining GroundTruth for ‘big data’ problermsd how to
validate the GroundTruth as representative.

8. Integration: Creating workflow methods for monitoring progress in maagiyparallel
and failure-capable process execution.

9. Integration: Methods for improved communication of results betweerepahdent pro-
cesses and teams.

10. Computational System Investigation into methods for communication and reseurc
control across heterogeneous architectures.

Below are expanded summaries of the achievements of thedndiworkpackages.

2.1 WP 1: Video Data Analysis

Fish detection and tracking are two key components of the $#tem as they aim at turning
the raw video data into information processable by the dowam components such as species
recognition, user interface and workflow composition.

The underwater domain has several difficulties that makedsles of fish identification and
tracking very challenging and all the strategies adopteithivithe FAK project have been
influenced by the following factors:
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Table 1: Categorisation of the quality of the video dataset

| Classification | Number (1000s) Percent]
Normal 75.8 14%
Complex Background 37.4 7%
Algae on Lens 49.4 9%
Blurred Water 182.0 35%
Highly Blurred Water 65.0 12%
Encoding Errors 108.1 21%
Unknown 6.2 1%

] Total \ 524.1\ 100%\

e Sudden light changesmainly due to the light propagation in water as affected lg th
water surface shape;

e Multimodal backgrounds and periodic movements(e.g. plants affected by flood-tide
and drift) which may lead to misclassify background areasuaget objects;

e Low-quality videos in terms of image resolution and video frame rate, due to Wwaitd
limitations between the cameras and the storage servers;

e Image quality: atmospheric phenomena (e.g. typhoons, storms), murkgrveaid bio-
fouling generally affect the quality of video frames, thuskimg the video analysis
components more prone to errors. Image compression etsoraffected many videos.;

e Appearance mode] as fish have three degrees of freedom and undergo erratie-mov
ments, their shape is subject to sudden changes (furthdifi@ahpy the low video frame
rate);

e Motion model: Besides the difficulty introduced by the low video frame rétdich
caused fish to move by a significant amount of pixels betweenctimsecutive pixels),
fish’ motion patterns are typically hard to understand aredijot.

Based on this observation, we developed an algorithm thagoeted the type of the video.
Based on a ground truth sample, we estimate the accuracysgirihcess at about 93%. After
processing all 524K videos, we categorised the videos agrshoTable 1. Notably, only 75K
(14%) of the videos are ‘normal’.

However, the main constraint that we had to take into accdugtond the ones mentioned
earlier, was theomputation time: as the fish detection and tracking modules had to deal with
continuously-recording videos and with a huge amount o¥ipuesly-recorded clips (dating
back to 2009), they could not afford to spend too much timeroegssing a single video (also
because they were the upstream modules and could reprdsetieaeck for the entire system).
For this reason, the fish detection and tracking algorithmr®wlesigned in order to balance the
trade-off between accuracy and efficiency.
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2.1.1 Fish Detection

Detecting fish in videos is the first fundamental task of th& Bstem. This task has been
carried out by resorting to background modeling approaetassopposed to template matching
(not applicable because of the large variability of fish gppece) and motion analysis (low-
resolution videos do not allow an effective estimation df fisotion model) methods — which
aim at building an estimated image of the scene without ¢bjefcinterest; this model is then
compared to each new video frame for identifying foregroobgbcts.

First, we tested several pixelwise state of the art appesakhich were previously tested under
conditions recalling the ones present in our underwate‘res::@]. These approaches, basically,
model the pixel's history through an explicit backgrounddabthat may consist of either a
mixture of probability density functions or a temporal nedi More details can be found
in Deliverable 1.1. Although on the initial ground truth dsét, these approaches performed
fairly well, when more complex scenes were taken into actaineir performance dropped
dramatically leading us to investigate other solutionsdetail, their main downsides were in
the adopted background model and in background update misohavhich were not suitable
to deal with the peculiarities of the underwater domain. Asmasequence, two other solutions
were adopted: 1) the first one was inspired by the originaebodk approacH][S], which,
however, showed many limitations with videos 3240 at 5fps because it requires, in the
training phase, a long sequence of “stable” background @sig?) the second one was inspired
by the VIBE approachHZ] and models the background pixels aitbet of neighbourhood
samples instead of with an explicit pixel model (see Detbde 7.5 for a thorough description).
Spatial influence of neighboring pixels is also taken intocamt and the background update
mechanism is simply based on a unifopif. Performance evaluation reported in D5.4 showed
that this approach represented a good compromise betweeierefy and accuracy and, as
such, it was used for processing the whole set of historicios.

Year 3 was, instead, devoted to investigated methods forawitpgg accuracy. In particular, by
following the current research trends in background modehlve developed a new detection
component which relies on a domain-range kernel estimapmnoach and that models not only
the background pixels but also the foreground ones. Theadethoreover, uses information
on neighboring pixels and employs textures (namely, theo'ha%]) robust to illumination in
the modeling process. The performance evaluation (seeddable 5.5) showed a significant
improvement in accuracy not only in the underwater domainal&o in other scenarios out-
performing the most recent approaches. Of course, thedserm accuracy was achieved at
the expenses of efficiency as the new method is about one dulitidne slower than the one
used for the production runs. A qualitative comparison &f st approach, and th4BE-like
method is presented in Fig. 1, which shows that our approadthigh qualitative performance.

Generally, we did not use any post-processing to improvedetkction results but removed
the connected components whose area was lower than a déwtasihold set empirically (as
a percentage of the input frame) as the value below which & m@& possible for a human
to distinguish the colour and texture of the objects. Spioporal regularisation was also
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Figure 1. Qualitative Comparison of background subtraati@thods (from top to bottom): 1)
(first-row) video-frames, 2y IBE — like (second row), which detects parts of rocks as fish
because of light changes and 3) our kernel-density esttimapproach (last row) which is able
not only to reduce false positives (rocks not detected) lsatt@ detect tiny fish (bright spot on
the right hand side) whose appearance looks like the backdi®one.

investigated to improve the quality of the segmented objdtibugh it allowed us to achieve
better accuracy, its application lowered sensibly therdlgm’s efficiency (also memory issues
arose) making the whole system two orders of magnitude slowe

In order to reduce the fish detection computation time, wdempnted a GPU version of some
of the above algorithms. In particular, the GPU version efWBE-like approach (the one used
for production run) was able to obtain a speed-up of abouini€st (other algorithms could be
accelerated at most by 10-15 times) on a single 2496-cordim@acGood as they were, these
results implied the need for at least 10 such machines td gwgiprocessing power provided by
NCHC'’s 1000-core cluster. Moreover, fish detection is not tlesttime-expensive part of the
system, surpassed by far by the fish tracking and fish claassoircparts, which, algorithmically,
provide less opportunities for parallelisation.

Finally, we also introduced a module estimating the una#stan the fish detection process. In
fact, moving elements in the scene (apart from fish), sucHaadgand algae, and the sudden
luminosity changes due to sunlight gleaming on the watdaesaror on the seabed and rocks,
may be misclassified as fish, thus providing misleading médion to the higher levels. In
order to deal with such cases, this module assigns a qualitye 40 each detected object by
estimating the likelihood that the detected object is a fehgia-priori knowledge on shape,
colour, boundary and motion. In detail, features such agcwrmomplexity, colour contrast and
optical flow differences from the object’s surroundingsirespondence of scene segmentation
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and edge detection with the object’s contour, and intermahdgeneity (in terms of colour
and optical flow) are computed and then passed to Naive Bagssifoér, which provides the
probability that the detected object is a fish. We also evatlithe use of homogeneity criteria
[E] (based on the internal colour variance of the fish regitmackground keypoint matching
and kinematic features extracted from a global affine matiodel [4], but our analysis showed
that these did not provide a significant contribution to theartainty computation. Although,
in principle, these latter features might help to modeldydish appearance and motion, again,
the low quality of the available videos made them applicatieeless.

As future work, we will focus on two aspects: 1) exploitingetgenerated big visual data
(about10? detections) to improve the detection (as well as the retiogniperformance by
using simple nearest-neighbor approaches and 2) redussmgrocessing times by devising
suitable hashing techniques for speeding up the featuraatiin, the model update process
and, eventually, the post-processing phase.

2.1.2 Fish Tracking

We present the two tracking approaches devised to extradtéigctories: @ovariance tracker
and acovariance particle filter Both approaches share the way fish appearance is modelled,
which is as the covariance matrix of a set of multimodal pbated features (location coordi-
nates, RGB and hue colour values, directional derivati@s)l{his model allows for an elegant
way to merge spatial and statistical features — as well ds tberelations — into a compact
format. A covariance metric was also adopted to compare mfesentations in a way more
suitable to their mathematical nature than simpler and nmitgtive approaches (such as the
Ly norm).

The initial covariance trackeemployed this model to compute a description of objects pro-
vided by the detection module, in order to match them in comsee frames, based on their
covariance similarity. The main limitation of this apprbagas the absence of a motion model
whatsoever, so the search area was established in a hewastiby averaging the distances of
previous objects in that video. Moreover, the approach Wwasgly dependent on the accuracy
of detection module; therefore, whenever the latter faitedetect a fish or when occlusions
happened (which caused two or more fish to be merged into &dhap), the tracker would
fail as well. In order to overcome these limitations, we ded and implemented a particle
filter framework which integrated both the covariance modgapproach and the information
coming from the detection module. We use a first-order matiodlel (since we do not aim at
modeling the motion in a complex way, based on the pecudarif the processed videos) to
update the particles’ position, and the covariance medricsed for the particle weight update
process. Also, more weight was assigned to particles whiehlay motion areas (as detected
by the previous module). In order to keep the computatioe fiow, we only use ten particles
per object, which proved to be enough to follow an object esttely. An advantage of the
particle filter is that we do not need to evaluate empiricallyobject’s search area, since this
is done implicitly by the motion model and the presence oksavparticles for each object,
which allow to cover and analyze a larger area. Neverthgllesdow video quality (in terms of
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spatial and temporal resolution) affected the trackeritégomance. In fact, the relatively low

video frame rate (5 to 11 frames per second) causes objetisve substantially in consecutive
frames, thus requiring the search area (for the originahigaxice tracker) or the particles (for
the particle filter) to spread out in a wider area. This ingplieat other similar fish may be

included in the search area, and, given both the low spasalution of videos and the fact that
in underwater images, colours fade as objects move awaydaonera, misclassification might
occur.

Finally, a separate discussion concerns how we handlesiook! The covariance tracker ba-
sically performs tracking-by-detection, so it associatgigcts by means of a similarity metrics
based on the covariance distance. If multiple objects hafipfall within a fish’ search area, the
one with the closest covariance representation will becsadeas “new location in this frame”
for the target object. However, this only works as long as disimot overlap in the frame: in
this case, the fish detection module fails to identify thensegsarate instances. On the other
hand, the covariance particle filter only uses the outputefish detection as hints on location
hypotheses, so in principle it can tell fish apart even if theypartially overlapping. However,
if the area over which a fish is located is too small, the cawvare model becomes less sensitive
(because the covariance matrix is computed from a smallef $eature vectors) and there is
the risk that the tracker associates the overlapped olggurt of the overlapping object. For
this reason, when the tracker detects occlusions (as lparédaps between two fish’ bounding
boxes, after each has been independently tracked), it apending on the degree of overlap:
if it is high (more than 25% of the smallest bounding box'sadreve temporarily “disable”
one of the objects (the one with the highest covariancertisfeuntil the occlusion is resolved;
otherwise, we track them normally. Fig! 2 shows two casessbfffsh occlusion effectively
handled by the covariance particle filter.

IS STAE

Figure 2: Fish-fish occlusions handled by the covariancégbafilter. Let us note that the
tracker is able to distinguish between fish with similar appace and that move consistently
in consecutive frames.

The covariance particle filter allowed us to overcome soméditions of the covariance tracker
(see Deliverable 5.5); however, the improvement in perforoe was achieved only when
high resolution videos (the ones gathered within the AQUACAddearch programme) were
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considered, while with the F4K videos, the two trackers grned almost the same. Our
future work on tracking will be developed along two linestd)nfer from the huge amount of
trajectories extracted by processing the historical vidig@aset a reliable fish motion model for
the patrticle filter prediction step; and 2) to develop a rcdtmera tracker able to merge and
mutually verify the tracking information coming from carasrwith overlapping field of views.

In conclusion, theVIBE-like and thecovariance tracker(as they represented the best trade-
off between accuracy and efficiency) were used for deteaimd)tracking fish in the whole
historical video dataset, which amounted, as of July 201.3;36,345 ten-minute videos (from
5to 11fps). The processing took 70 days using 600 cores 24 hours a daeaulted in about
1.5x 10° fish detections (for about0® different fish) and the whole database size consisted of
about 300 GBytes (from 92 TBytes of initial raw video data). loer, a wide set of detection
and tracking algorithms together with their performanceldferent video classes and image
regions was also made available for being used by the workflowthat the best combination
of algorithms can be selected in case of on-demand vide@psotg. All the fish detection and
tracking approaches devised to investigate improved acguvere greatly influenced by the
low quality of the available videos (almost 70% of videos paoblems, see Deliverable 5.5 for
details): in fact, the low frame rate made impossible toneste a reliable fish motion model,
while the low spatial resolution had an impact on the fish apgece computation. Despite all
these difficulties, the achieved results are satisfacilgase note that all the components were
tested on annotated datasets built with the crowdsouraidgcallaborative tools described in
Deliverable 5.6.

2.1.3 Fish Recognition

The project developed the Balanced-Guaranteed OptimizslwWith a Reject option (BGOTR)
to filter less confident recognition results. Since our dagaabtained from a challenging
underwater environment where the fish are freely swimmihg,recognition results contain
classification errors that can be mainly categorized integltypes: false detections, misclassi-
fied samples of the BGOTR method, new species of fish that aresiotled in our ground-truth
dataset. We apply a Gaussian Mixture Model (GMM) as the tejption to reduce the error
rate.

Fish recognition was implemented as a 23-species BGOTRrbiecal tree. This tree is
automatically constructed from a heuristic method basedheninter-class similarities. It
applies feature selection at each node for better presgihiinsamples into an optimized feature
space where a multi-class SVM classifier is trained. Theoperdnce estimates are based on
27370 fish images from the top 23 species (Figure 4) with ddbeimss validation. The training
and testing sets are isolated so fish images from the saneettraj sequence are not used
during both training and testing. We developed a trajectoting method as an improvement
to minimize the environmental influence.

We compare the performance of BGOTR (Average Recall, 75.26fiphat the flat SVM clas-
sifier (69.81%). After feature selection, the SVM method basn improved (70.62%). PCA
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Figure 3: Result rejection in fish recognition.

is a popular alternative approach to reduce feature dimaeasind achieves better performance
(73.53%). We evaluated the reject option with 24150 fish iesagf the top 15 most common
species. Since our database is imbalanced and only the empesphave adequate samples
to train the rejection model, we only apply the reject optiorithe top 6 species. Additional
minority species (8 species, 3220 fish images) are inclutd#tkitest set to test the performance
in probing new species. Our method rejects a significanigrodf the misclassified samples
(True Rejection, TR) while the cost is that it also rejects allEm@roportion of correctly
classified samples (False Rejection, FR). We compare our Glsidédmethod with two state-
of-the-art methods (Table 2) and achieve significant imgnaoent.

Algorithm F-score
BGOT+SVM probabilities [9] 0.7150+ 0.0222
BGOT+soft-decision hierarchy [10] 0.71404 0.0225
BGOTR 0.7485+ 0.0194*

Table 2: F-score of the top 6 species after rejection. * meamsficant improvement with 95%
confidence.

2.2 WP 2: Interactive User Query Interface
2.2.1 User Interface Main Achievements

The main achievements of the User Interface workpackage are
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Figure 4. Ground-truth data: 23 species.

. Enhanced current user community data collection pregtic

. Established user information needs suited to being adddeby automated video analy-
sis. These include user scenarios for establishing anthghfesh species abundances to
motivate design rationale for developing system userfiates.

. Developed a design rationale for user interfaces suipgdobth types of needs.

. Developed a method for evaluating video analysis grawntt- data tailored to marine
biology/ecology experts.

. Developed an intermediate user interface for compairidgovanalysis errors for marine
biology/ecology experts, requiring interpretation of theasures used in the video anal-
ysis community.

. Refined the set of user information requirements for boditisls abundance exploration
and uncertainty visualization based on intermediate systed user interface implemen-
tations.

. Made user interface refinements for exploring fish speaimsidance and conveying
and controlling uncertainty measures. Our user interfaeggth and implementation
contributes to the HCI domain and a wider range of use casenddy4K, including: (1)
novel visualizations of video analysis performance taitbfor non-experts’ needs: com-
municating classifiers’ performance to end-users couldalsditated by our simplified
performance visualization; and (2) novel interaction teghes for data exploration: data
exploration efficiency could be improved by our multi-puspanteractive visualization.

. Developed a working end-to-end web environment thatigesvhigh-fidelity access to
all data provided at the back-end, integrates workflow fionetlity and functioning im-
plementations of user interface designs.
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2.2.2 Establish user information needs

The user needs of the community have been studied since itiegaof the proposal and
throughout the course of the project. We used the curreissté the data and the user interface
at each iteration of interaction with potential users nairyato perfect a single user interface,
but to understand how the emerging system could be constrtwimeet their current and future
scientific needs.

Initial user requirements on the types of information theyuld like to publish on are reported
in deliverable D2.1User Information Need@]. These include measures based on fish abun-
dance, with information related to species.

During the project it became clear that the measures supipji¢he system on fish counts were
highly unreliable, in particular in terms of the quality tietvideo data collected and the “true”
numbers of fish derived from the measures in the system. &titola shift in emphasis on the
user interface work from a comparatively straight-forwdesign effort on how to create a user
interface for counting the detected fish, to a more compleastigation of how potential users
understand the uncertainties inherent in the system aisgjtdehese, how they would still be
able to draw scientifically valid conclusions.

Biologists from Taiwan and the Netherlands, from a wide raoigeesearch fields, have been
involved in our user interviews and experiments, namelyaloeef fish, pelagic and demersal
fish, corals, plankton, microorganisms and ecotoxicology.

The ground truth collection has resulted in insights ineéktent to which professional marine
biologists are able to identify fish species consistentlyiclv is not always possible because
of both video quality and visual distinctions per speciekisThas been translated into game-
like user interfaces that encourage lay users to parteipeaidentifying fish species, with the
attempt to reach at least the same agreement as the expdtentbe used for increasing the
ground truth set available for the video components in tiogept.

2.2.3 Explore component-based prototypes

In D2.3 Component-based prototypes and evaluation crit@ we identify the types of un-
certainty information that need to be communicated to tltkuser to allow them to understand
the relationship between what the system is able to prowvidetze information needed by the
user. We discuss the quality of the ground truth data obdaivith the user interfaces built for
this new purpose. We also gives examples of both basic and amwanced user interfaces
that are able to communicate (aspects of) provenance anlititmgnd explicit uncertainty
information, either visually or via an interaction dial@gu

D2.3 Component-based prototypes and evaluation crit@] presents a series of mockups
that guide the implementation of the user interface in thedtiiear of the project. These
mockups give consistent interfaces for tasks marine bistegvant to carry out, specifically
to allow selections of location and period and to obtain ws®ed of the counts of fish. The
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Figure 5: Experimental designs for visualizing groundtrbased evaluations. These designs
offer simplified versions of the advanced visualizationsduby computer vision experts. We
evaluated how such visualizations support user trust|lfii&ir information needs, and remain
understandable@l]).

system has been built to support these queries and at finsisiglatively straightforward. The
complexity of both the underlying system design and itsafization is in estimating the counts
based on the results of the video analysis components, atfeé gnound truth evaluation, and in
conveying these in a way that the marine biologists willttthe results (see example in Fig. 5).
We experimented with the visualization of ground-truthdezhsvaluations, prior to evaluating
an end-to-end system populated with the video analysistse€dur findings, published in [11],
highlight the difficulties for conveying technical concglf image processing to non-experts,
and for addressing user needs for extensive provenancenafion which span beyond the
report of ground-truth based evaluations.

2.2.4 Evaluation and in situational user testing

Video analysis tools have been introduced relatively rédgea this community and no well-

accepted data analysis framework has been set up for the w§agdeo data for marine

biology research. Our user studies, summarized in thisosegbrovided valuable insights
for understanding the potential usage of our tool, and, ngereerally, for understanding the
acceptance of video analysis tools by the marine biologyrsamity ( 11,@25]).

The types of evaluation that are well-accepted by the imagegssing community are not
easy to understand by marine biologists (e.g., ROC evahigtiln our studies the majority

of biologists encountered difficulties with understandihg technical concepts. Thus it is
difficult for them to evaluate the potential errors introdddy computer vision components.
We observed that users tend to overlook the technical detait can bias their analysis. They
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o} Home 3 video > Video Analysis > % Raw Data [ali Vvisualization ['? Report Hello Charles! Logout
Overview Fish Detection Species Recognition Workflow
Fish Detection software | D50 (default) 53
Overall Performance Performance over Video Quality

76 fish were not detected
299 fish were correctly detected =4
62 non-fish objects were mistaken as fish 3

Blurry

Algas

Complex

Normal
Unknown

tegend W FN:Undetected fish B8 Te: Correctly detected fish ] FP: Objects mistaken for fish

Figure 6:The Video Analysis Tab - Fish Detection sub-talprovides visualizations of ground-
truth based evaluation of the Fish Detection componentslugtions are provided for each
video quality (e..g, Blurred or Normal videos). TI@pecies Recognitiosub-tab provides
evaluations of the Species Recognition components.

also do not perceive the software as fully reliable, and eiipege numbers of errors, as well as
biases (e.g., systematically larger error for specific igsemr video quality). However, we found
that biologists are still likely to accept the tool for the&search for two reasons. First, video
analysis tools can considerably reduce the effort curyentiolved for manual annotation of
videos. Second, biologists are used to dealing with the lexgd of uncertainty in the collected
data (e.qg., fishery data, diving observations), since wrater ecosystems are difficult to access,
and are often impossible to observe directly (e.g., opendesp sea). The most important user
feedback concerns the following issues:

Provide understandable validation of the video analysitiare The technical methods used
to validate the tool could be difficult to understand and atbg the marine biology community.
Therefore, they suggested using methods adopted fromgyi¢eg., counting fish in a con-
trolled environment, repeating measurements). They aése eager to trust the image process-
ing expert opinion while choosing the settings for the safev(e.g. the most reliable version
of the software to detect particular species). Addressigyfeedback led to the visualizations
shown in Fig. 6. They provide the exact numbers of True RestiFalse Positives and False
Negatives as classified in the set of ground-truth itemsy Dweenot display True Negatives or
rates (e.g., True Positive Rates or Precision). The desigrnerded to reduce user cognitive
load by i) reducing the amount of information displayedawpiding confusion or irrelevancy
due to the fact that True Negatives are introduced by theB&thction components, but are not
present in the ground-truth dataset, ii) avoiding misus@erding of advanced mathematical
representations (i.e., of rates such as True Positive Raf®oision).

Provide comprehensive provenance informati®egarding uncertainty issues, biologists ex-
pressed requirements for technical information other @&-like evaluation:
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e The image quality of the video samples used (e.g., fuzzjmeaskiness). Video quality
may bias the video analysis results. For instance, seasveals like typhoons can
influence video quality, and thus the seasonal abundanrmpabbserved. We addressed
this issue by providing a filter widget allowing the user ttesedatasets with a specific
video quality (Figl 10).

e The performance of the video analysis components for vanadeo qualities (e.g., more
errors may occur with murky videos). We addressed this reqment by providing the
visualizations shown in Fig. 6.

e The rate of duplicates of single fish in fish counts. Some ggegiay produce more
duplicates than other species, because of their naturalrsimg patterns (e.g., residential
fish swimming back and forth the cameras’ field of view). Thisaipotential bias for
studying the relative abundance of each species (e.g.iespeasmposition). We were
not able to address this complex issue, which requires tiection of more diver-based
observation data.

e Description of the habitats observed within a camera’s fiéldiew (e.g., the species of
coral). We satisfied this requirement in the current systgrallowing users to view the
video in which the fish have been recognised {deotab) and, hence, also the habitat
at the location. We do not yet provide a description of theaurding habitat just outside
the camera view.

Locations of the camerasThe coverage of the ecosystem of study is essential andfispec
to every research topic. Many biologists want to choose adlation for their cameras indi-
vidually. Additionally, they would like to have a serviceaticould process videos captured by
cameras independent from F4K. Such videos could be recardexthsects, e.g., with a moving
background. Several biologists are interested in takirgyftiither internationally.

High-level information needsA number of additional visualizations and Ul features were
suggested by users, such as: the integration of solar aad datendars for filtering datasets
of interest, or the usage of the traditional data analysed @ biodiversity research. Fur-
ther inéestigations are needed to support the choice ofaetegeneral-purpose biodiversity
metrics.

2.2.5 Support of user needs

The user information needs have been collected during tbegirin D2.1 ], D2.22]
and D2.3 ﬁS]. The user scenarios developed in [12¢tiate the expected use of the
system based on these needs. These include the informatals for exploring the collected
data, controlling the execution of video analysis comptsien a specified set of videos, and
explaining the likely number of fish counted by the system (its uncertainty) based on ground
truth evaluation of the video analysis components.

1Some example can be found in http://en.wikipedia.org/iikiersity_index
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Figure 8: The Video tab. In this figure, the top field shows thleced video, so the biologists
can observe the actual videos as well as the processedsreRudt species detected in the video
clip are listed at the right. The bottom blue fields report $kécted video source, year and
catagory of video. The selected videos are listed at theetivp |
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£} Home [ video 1 [z Video Analysis Y > RawData [l Visualization > [% Report > Hello Charles! Logout
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Figure 9: The Report tab. The statistics is similar to Figuex@ept the plot shows aggregation
over species (top) versus camera (bottom).

The user requirements are synthesized in D2.3 - Appen(ﬂﬁ]l dbd addressed in the final
version of the public query interface, namely:

1. D2.1-A - Support the analysis of population dynamics We support this requirement
by providing the following metrics: abundance (e.g., fislis), species composition
(e.g., fish counts stacked species), species richness ifemgber of species). These
metrics can be calculated on user-specified datasetsitayggtecific fish populations.
The functionalities for visualizing species compositioa shown in Fig 7.

2. D2.1-B - Support the browsing of videos of interestThis requirement is addressed by
the features of th¥ideo tab(Fig.'8). Users can browse the videos that correspond to the
data that are currently visualized.

3. D2.1-C - Support the identification of trends and correlations of trends We support
this requirement by providing users with comparisons of fishint by using stacked
charts (Fig. 7), and/or by gathering visualizations forcifi@areas using thReporttab
(Fig.[9).

4. D2.3-A - Expose the uncertainty of video analysis componentd his requirement is
addressed by theideo Analysis talfFig(6). It provides users with ground-truth based
evaluations for each video analysis component.

5. D2.3-B - Estimate the errors contained in the visualized datsets Multiple factors
potentially impact the errors in the video analysis resultsis requirement is supported
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by 3 functionalities: i) each fish of the visualized datasegiven acertainty score
which can be used to filter out fish with high chances of beinge-Rositives; ii) the
visualization of theNumbers of Video Samplést users evaluate if the sampling size
is sufficient (e.g., fewer videos lead to more uncertainiy))the visualization of video
quality (Fig 10) let users evaluate if image quality impduet bbserved results, according
to the ground-truth based evaluations for each video qu@ig|6).

2.2.6 End-to-end system integration with data

In D2.5 Ul components integrated into end-to-end systesa describe the implementation of
the User Interface component and its connection with thaldeste storing the video analysis
results. The architecture uses tiedel-View-Controllemparadigm, and state-of-the art web-
based visualization librarie®@, d3js.org). The connection with the workflow ensures a lxsdan
between the automatic and continuous processing of thesj@ad the dynamic assignment of
top-priority video processing addressing specific usedsee
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2.2.7 Future Work

The improvement of the public query interface will contimafeer the end of the F4K project.
The usability of our proposed uncertainty visualizationd aulti-dimensional visualizations
will be evaluated and refined. Further research of interesterns the study of uncertainties
other than errors of video analysis software (e.g, varyiagnera’s field of view, duplicated
individuals), methods other than ground-truth based ex@laos (e.g., risk of confusing species),
and methods for fish count normalization (e.g., usage ofdtistic regression technique, based
on our fish certainty score).

However, the delivered User Interface for exploring videalgsis data, and its potential uncer-
tainty, constitute a first attempt for introducing such dailection technique within the marine
biology domain. As it is, the tool is useful for both marineloigists, who for the first time can

explore continuous data streams, day after day, and yearyafar, and for computer scientists,
who can demonstrate the opportunities of video analysisnigaes and investigate potential
refinements of their usage.

2.3 WP 3: Process composition and execution

The workflow component of the F4K project is responsible fmestigating relevant method-
ologies and implementing a working workflow system towaits énd of the project. More
specifically, its task is to take in video data that has beg@tucad by the FAK project partner
NARL and analyse and process them in useful ways to answestéatgiser queries. The ap-
proach that we have chosen for the workflow system is illtestian a three-layered knowledge-
based framework: the upper Design Layer, the middle Workklayer and the lower Processing
Layer.

Based on descriptions of domain data, user goals and paystenscomponents, the workflow
manager selects suitable software modules based on dymnaericueries and run them in a
complex High Performance Computing (HPC) environment. As HiPC environment is a
shared facility that we do not have full control of and alse thct that some elements of it are
experimental, over time, we experienced unpredictalolityob execution quality, performance
and continuity. In addition, the quality of the video dathaftare captured from open sea) as
well as their absence (e.g. due to disruptions caused by bather) also contributed to some
of the poorer performance. Poor performers may result is f@nging in queues without being
detected or handled, leaving their depending jobs starviiiger examples are jobs seemingly
being executed successfully, but no results have beenafedaror stored. Such jobs, without
being properly tracked and handled, may be lost indefindaly their results missing.

During the 2nd and 3rd year, to ensure the smooth executitreaystem and results properly
recorded, we have worked very closely with the Video and kenBgpcessing (VIP) teams to
understand their algorithms and in particular to raise flagsabnormalities in the database,
as appropriate, so that we can track VIP modules executionsddition, we have created an
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error detector and handler to monitor the execution stdtaach jobs in the queues, as they are
spawned from user queries. We have also worked very closétytiae HCI team, so that the
user is kept informed via the HCI interface.

To facilitate the above error handling, we have extendeddmmain ontologies, inc. per-
formance metrics, to enable our workflow system to bettet déh performance issues in
a systematic manner. To work with performance issues, we hexated several additional
database tables to store job monitoring and error handiifogmation. Detailed usage of these
tables is in the 2nd year report. During the 3rd year, we hageigeed additional definitions
and usage of such tables for the Ul team, inc. the qumempagement table, error definitions
and error handling algorithms. Based on these newly devissthamisms, we can derive the
performance of software components more reliably and thliseuthem better.

In conclusion, the workflow team has achieved its targetsbaydnd. This document focuses
on reporting efforts made during the last year, drawing onpsavious efforts. This includes
extensions of our earlier efforts in domain ontologies that part of the 3-layered knowledge
framework; the workflow system development and integragifforts of the F4K system; F4K
system performance analysis, error detection and handlieghanisms. To understand the
performance of the integrated F4K system, we have furthdaloarated with Prof. Omer
Rana (University of Cardiff, UK) and Dr. Rafael Tolosana (Umgsidad de Zaragoza, Spain) to
provide a more detailed analysis using @eality of Resiliencé&amework.

2.3.1 T3.1- Extensions to Domain Ontologies

Task 3.1 created a set of suitable domain ontologies thdtaesed on user requirements for our
intelligent workflow system. This work is also to be coordethwith the system user interface
specification work that is described in WP2. We completed susét of initial ontologies by
the end of year one. This set of ontologies is further impdooeer time, as we discovered
additional user and system requirements. Terminologiéseatein these ontologies have been
used by the workflow and partner systems for communicatiopgaes, primarily through the
database.

In particularly, the original FAK domain ontologies werenanced with concepts related to
system performance measurements and improvements mdaefinal year of the project. We

included both hardware- and software-related measurées/thdd inherently help improve the

overall performance of the workflow and F4K system when atereid appropriately. Figure

depicts this extension.

2.3.2 The Computing Resources Sub-Tree
The F4K computing environment is a heterogeneous platfoademp of a group of virtual

machines (VM cluster) and a supercomputer (Windrider). YRecluster contains nine nodes
with machines of different specifications. Windrider catsiof seven queues also of different
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Figure 11:(Left)Higher level concepts of the Capability Ontology now include ‘CompuRegource’,
‘PerformanceMetric’, ‘ResourceSpecificinfo’ and ‘Error.Type’. (Right)The ‘Computing Resource’
class and its subclasses in the Capability Ontology.

capacities. On the VM cluster, jobs are distributed ontoasdoased on their availabilities by
a dispatcher. Available nodes are, e.g., node 1-4 and gadXVi@drider, jobs are managed
through several shared queues. Based on a prior performaalysia of these queues according
to our usage requirements, we have distributed our jobs sederal most suitable queues:
monos01, serial, short, medium and long. They are repredémfFigure 11.

2.3.3 The Performance Metrics Sub-Tree

The performance of a software component that is queuedyteetand monitored on a resource
can be measured using several performance metrics. Theallypncludes the average waiting
time on a queue, average execution time on a machine, themaaxand minimum execution
time, overall success rate (to execution completion) ardeme database waiting time. We have
therefore included these performance metrics in the padiace metrics branch of the ontology
as shown in Figure 12. Table 3 gives an example output basedeoperformance metrics.
Component 135 and 136 outperformed its peers. They are tinerife default choices, if the
user has not provided a preference.
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Figure 12: (left) The addition of the ‘Performanddetric’ class and its subclasses to the Capability
Ontology. (right) The workflow system communicates with other componentatébase or command
line. It consists of a workflow engine that generates abstract & ctarerkflows, and a monitor that
handles errors and provides statistics.

Table 3:The performance metrics of the stable software components for fish datantigracking (IDs
135, 141 and 142) and fish species recognition (IDs 128 and 135Kin*fenotes default component.

Compo- | Avg. Execu-| Avg. Queuing| Max. Execu-| Min. Execu-| Avg. DB
nent ID tion Time(s) | Time(s) tion Time(s) | tion Time(s) | Wait Time(s)
128 8796 6164 355381 15 68
recognition| (~2.4hrs) | (~1.7hrs) (~4days)

135* 734 90 19604 0 93
detection | (~12mins) | (~1.5mins) | (~5.4hrs)

136* 9902 42655 344113 16 32
recognition| (~2.75hrs) | (~11.5hrs) | (~4hrs)

141 892 31460 2845 10 4
detection | (~14.7mins)| (~8.7hrs) (~47mins)

142 11336 53205 28107 180 11
detection | (~3.15hrs) | (~4.8hrs) (~7.8hrs)

234

T3.2 - Workflow System Design

Task 3.2 created a design of a workflow system of two layeredas user specifications and
domain ontologies defined in T3.1. Such an initial design regsrted in the first year’s report
that includes the above two layers and an additional layke -design layer. This design was
further extended and improved over time. During the 2nd amdy®ar, it was extended to
accommodate new project developments, inc. the use of agaibles as a communication
means, the revised control and data flows, and changes inReddvironment. It also adds a
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new error detecting and handling sub-system that is a paheofvorkflow system. Figure 12
(right) depicts this new architecture.

To understand the performance of the workflow system, welistrs that have occurred within
the F4K workflow execution and compare their impacts on trstesy depending on whether
the error handling mechanism is in use or absence in Tableid.obvious when the system
does not make use of the workflow’s error handling comporsentable resources and queues
are not being selected and used. Jobs that fail are not beingirand in extreme cases some
jobs may starve or be suspended indefinitely. These factis ¢he overall F4K system and
HPC computing performance and thus other user’s jobs.

Table 4:Performance of Error Handling System

Scenario System HandlingSystem Handling Possible Effect(s)
using Workflow |without Workflow without using Workflow
Successful Job |Finished Finished All jobs are waiting in the

same queue without utilising
full system capability
Failed Job Re-run Exit directly The failed job will not be
once detected until a manual
check is performed

Job dependencyWith dependencywithout error handlingThe dependent job

handling could be queueing forever
High priority job|Suspend low |Job waits in the queugHigh priority jobs can be
waiting too long| priority job to held for a long time

release resources
Low priority job |Resubmit with |Job waits in the queud_ow priority jobs can be
waiting too long|higher priority starving in the queue

2.3.5 T3.3 - Intelligent Workflow System and QoR

Task 3.3, based on system design in T3.2, developed anigetatlworkflow system. We
have implemented such a system that is an integrated andhcpatt of the F4K system. In
addition, we evaluate the system performance based on ditfQoahResilience’ framework

by calculating the likelihood of failure when using diffatecombinations of VIP modules to
achieve the same task.

“Quality of Resilience” (QoR)ml] is a metric that identifié®w resilient a given workflows
likely to be prior to its enactment. Consider a workflow in F4K to detecckr(subquery Q1)
and identify (subquery Q2) all fish species over a given datge and set of camera locations.
The planner will generate a workflow template consistingaaf tata dependent stepsi) for
detecting & tracking andt2) to identify fish species. Currently, there are 4 candidastrabt
tasks fort1 and 2 fort2. The planner uses detection accuracy and performance @sraadior
selection between them. So far, F4K has registered ove®0680@xecutions of this query (using
one instance ofl andt2). This enables us to use this data to understand the QoRiat&sbc
with this workflow. Table 5 summarises QoR values for all fassnstances of1 and¢2. With
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Quantitative QoR Metrics ClassificatiooRy;: task level

metric description tly tly tlg tly t27 129
ml numberofalt. tasks 3 3 3 3 1 1
m2 number of inputtasks 0 0 O 0 1 1
m3 number of resources 1 1 1 1 1 1
m4 task failure rate 3.02 412 6.0 21 217 123
mb5 task exec. time (secs) 397 411 1596 1342 4984 13134

Table 5:QoR Metrics: Task-level

QOR Metrics: workflow-levelq f1 = t11 + t21; wfo = t11 + 29, €tc.)

metric description wfi wfo wfy wfy wfs wfe wfr  wfs

m6  avg. number of alt./tasks 2 2 2 2 2 2 2 2

m8  number of task joins 1 1 1 1 1 1 1 1

m9  wf failure rate 12.36% 7.66% 12.9% 8.21% 13.85% 9.15% 11.9% 7.2%
m10 wf exec. time (secs) 2550 5244 5371 4747 7857 9726 5531 14643
ml1l overall number of resources 2 2 2 2 2 2 2 2

Table 6:F4K Compilation of Quality of Resilience Metrics at workflow level

4 different tasks fot1 and 2 fort2, up to 4*2=8 different workflow variants are generated. For
each workflow variant, a QoR metric is provided in Table 6.

The Quality of Resilience (QoR) metrics give a detailed actofinystem performance at both
the task and workflow level. Whilél, and¢2, being the best performing modules in their
categories (lowest failure rate). The best combined faitate isw fo = t1; + t25 7.66%. This
option however is not the fastest. For the future, it is tfegeevery interesting for the workflow
planner to learn to adapt itself at the run-time accordingder requirements and changing
system circumstances to reach an optimal solution.

2.4 WP 4: High Performance Storage and Execution Architecture

The goal of WP4 was to develop a sustainable infrastructwsegport scientific discovery in the
field of marine ecology. The infrastructure is composed oé¢hinterconnected components:
up to 10 video cameras continuously recording and senditey steeams, a massive storage
system to store raw and analysed data, and a high perforncangguting facility to do data
analysis. By year 3, we integrated these components intoralees platform which supports
the development of knowledge discovering processes wiltisrproject. The main activities in
year 3 for WP4 were: (1) to improve the stability of video cajptg and transmission, (2) to
extend storage and computing capacity, and (3) to impravdaitabase read/write performance.
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2.4.1 Video capturing and transmission

As part of the project, we redesigned the architecture ofolbeervation system to support
capturing of high resolution videos. In an earlier versmadeos were transmitted to the storage
site directly. There was a risk of data lost caused by netwwstability. In the new design,
we added a set of hardware components as a first line progemsthbuffering device which
stores videos temporarily while the video transmissiorcess is waiting for network channel.
Requested by project partners, we also tested on encodieg wiith higher bitrates (5M).
These higher bitrate videos provide clear and reliable datace for further video analysis.
With the buffering space we are able to tune the video sowrsernd higher resolution videos,
which was impossible in earlier model of direct network samssion due to limited bandwidth.
Figure 13 shows the new architecture of observation system.

Kenting 5. Local NAS Storage
e | s i | ToiPfwer Mussum 7.7TB RAID S Storage for storing SM mpedd
| oszieiion viden
T
i I.u.uli II:?\:;.'\E:.n ox '| ADSL mowter] | 3 VLC
—* [ ADSL router? | Capture 6M mpeg stream and convert into
oot am [~ T - B rpegd video file (10 mins)
i | Wk Switch & ADSL :luln.’il 4. Ffl'lll]&ﬂ

:.‘“ | I ADSL rouiert | Ei?envert G mpeod video to &M mped4 video

”‘I‘l‘.\'ﬂ? 2 WL
L A T Imum ﬂ!ﬂ] ﬂ m. ¥ "
};-.-ﬁ Capture Motion JFEG stream and canvert

into mpegd format Stream (6M |, deinterlaced).

Video Server
(IR 158, 128)

_ éa 1. Motion
"-"'“'J_ . ’ — Capture video signal from CCTYs and
Eihcrm convert into Maotion JPEG stream.
st .
_ DOV OCTV.2 ‘GOTV.3 CCTV.A - .

Figure 13: New architecture of observation system

The new added component is also capable of doing first lineovtocessing like conversion
of encoding format. It is used to convert raw video strearn other encoding formats, like
H.264, MPEGA4, etc., at high bitrates. In this case we chamsacode the video in the MPEG4
format based on computing time consideration, becauskdstsix times more computing time
to encode in H.264 than in MPEG4. Figure 14 shows the processdf video data from
capture device to final storage facility.
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Figure 14: Process flow: from video capturing to storing

2.4.2 Storage and computing

One of the challenges to infrastructure building for the pt&ject was the diverse requirements
of different components. For example, the video processargponents (detection, tracking,
and recognition) needed fast computing facility, the dasabcomponent needed fast I/O in-
terface, and workflow and Ul components need stable netwaikhacan transmit data flow
seamlessly. To address the challenge we adopted the mafrase-as-a-Service (laaS) model
of cloud computing, storage and computing resources arsotidated in one single access
framework. Figure 15 shows the conceptual architectur@fofstructure service framework.
The three major components of the framework are: storagipia computing platform, and
service frontend.

Computing platform

In order to provide a flexible high-performance computingiemment in support of the F4K
project, we created a heterogeneous computing platfornposed of a supercomputer system
and a Virtual Machine cluster. Suitable middleware was libgpexl to bridge two different com-
puting systems so execution processes can automaticalyselrcomputing platform depends
on the estimated execution time. Regarding the VM clustehn Witid engine system, a set
of APIs were developed based on Grid Engine’s DRMAA (Disti#fsiResource Management
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Application) APIs to allow the workflow component to schezljibb submission to the VM
cluster. Access to the supercomputing system uses the L&Hmgusystem. A communication
channel was created based on the SSH model between the VMrmaske and WindRider.
Further, LSF APIs were created for process manipulation$VvardRider through the SSH

channel.
({g\l\ Job submissions Master Node
2 i misineiiiitti T

gad202

| . Process Execution Interfaces

i SSH
components

GridEngine APIs LSF APIs

I
VM Group [ i WindRider

Figure 15: Architecture of infrastructure service. Lefionceptual architecture, right: the
middleware, Job Dispatcher, bridges heterogeneous camgmystem.

Storage platform

As part of the infrastructure framework, we created a massiorage platform with capacity up
to 210TB to fulfill the demand for longterm storage of the \d@akata, both raw video and data
after abstraction by the video processing components. Ari€i@ork interface is used to con-
nect the storage platform with computing platform and ssr#iontend. The interconnection of
components with broadband network assures data stagimgstarage platform to computing
platform smoothly.

2.4.3 Database performance

The F4K SQL database is a collaborative effort between aktesims that store shared results
and information that can be accessed by everyone. The datatrs initially hosted by the
University of Catania team in the drafting phase of first y@arthe system evolved computing
processes needed to communicate with the SQL databaseutiysind it was not effective
to communicate through a long haul network. The databasenwsasd to the NARL machine
in the second year. Moving data closer to the processeseadl@al the teams to achieve their
desired goals more effectively.

In our design of the infrastructure service, computingnsiee processes are distributed to
machine cluster and running in parallel. While in the inteagprocessing phase massive,
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e.g. up to 1000 detection, tracking, and recognition tasggw@nning at same time and these
processes need to communicate with the database instantgtrieve parameters and store
results. Rapid accesses to the database at same time creatgdlbading on the database
server which eventually became a bottleneck in the overadkflow. In the beginning of year
3, we identified two major bottlenecks of data communicatane is the network latency and
the other is disk 1/O latency. We also found the summary tallgregation process required
dedicated resources, otherwise it dramatically sloweddativer store/retrieve processes.

To resolve the disk 1/O latency issues we adopted a load balgmechanism which uses a
two-node master-slave replication cluster and redirected-write queries to the master and
slave separately. Aggregation of summary tables was doce @week by the read-only slave.
We also linked the system to SAN storage array with 4Gbs F€&fate and have the database
store on the SAN disk. We gained 1GB/s write, and 192MB/s reafbymeance result from
the move, and dramatically boosted efficiency of the deiagirocesses that writes results into
database heavily. The network latency was resolved by tiagpthe database host to the same
subnet as the computing platforms. Overall, we are abledoramodate more than a thousand
processes communicating to the database server at sameTahble 7 summarized the main
major SQL database tables and their physical size storedskn d

2.4.4 Discussion

As the system evolved we learned some experiences whichesafibother researchers who
are interested in implementing a similar framework. Dstaile given below:

1. The video processing tasks are classed as an ‘embagigsgarallel’ workload which
means tasks are mostly runnable independently. In this easemi-parallel’ strategy
was adopted which means we did parallelization at the sheptdevel. However, this
strategy caused problems when we submit a job with more tlarasks in parallel.
We found that a single task thread could have much less th@#o IOPU usage and
processes would slow down dramatically. That was becawesgctieduling policy on the
supercomputer platform, Windrider, does not allow taskbddalistributed across nodes
unless it was an MPI workload. There will be need to be an MBtribution for feature
work to harvest full computing power of computing platforms

2. In the shared database access environment chanceskargvihsead/write to the same
table at same time. In general, the database server is snoargle to schedule workloads
to prevent deadlock and return results instantly. Howesemetimes, processes were
implemented with an internal locking mechanism to prevesynahronization of the
read/write workload. In that case, internal table lockiag cause deadlock to the system.
We encountered several such kinds of deadlock to the syshechwid affect the progress
of other tasks, because there is no other way but to rebooseher to resolve the
problem. In any future implementation, we strongly suggestto use internal locking
mechanisms. The asynchronization problem can be resolyaardsetting of initial
parameters.

Version 1.0; 2013-11-10 Page 31 of 51 (© Fish4Knowledge Consortium, 2013



IST — 257024 — Fish4Knowledge

Deliverable D7.6

Table Name Row count Physical Size Note

fish_.detection 1445.41M 322.26G Abstracted information fothedetected object
fish.species 663.93M 24.67G Correlated of fish object to spectatoga

fish 124.28M 21.01G Abstracted information of tracked fisjeots
traj_species 97.29M 3.58G Correlated tracking trajectory toisgezatalog
frameclass 11.61M 2.65G Classification of video quality detaieffames
fish.speciescert 32.55M 1.29G Summary of detection/recognition cetyai
summarycamera39 7.13M 1.24G Aggregation of information on camera id
summarycamera46 7.12M 1.24G

summarycamera38 6.31M 1.10G

summarycamera3’ 4.46M 0.78G

summarycamera4?2 4.31M 0.75G

summarycamera44 1.49M 0.26G

summarycamera43 0.83M 0.15G

video 0.63M 0.14G Records of raw videos

processediideos 0.78M 0.12G Records of progress of video processing
summarycamera4l 0.63M 0.11G

summarycamera40 0.28M 0.05G

video class 0.53M 0.04G Classification of video quality

Table 7: This table show the size of the current databaset@stNCHC (Taiwan), where the
largest table is the fisdetection table. The first column indicates how many recpndsillions

are presented in the tables, the second column show the amiotaw data in Gb, while the
final column give the amount of data that is really necessargtbrage in the database because
of indexing allowing also quick querying of this informatio
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2.5 WP 5: System Integration and Evaluation
2.5.1 T5.1 - Define component interfaces
Software Components

The Fish4Knowledge projects has a simple but effectivegte@lescribed in Deliverable 5.1)
which allows research from multiple field to make softwaraakilcan easily interact with each
other. The main idea is to communicate by means of the stdaagdity(s). This means that the
data that is processed by the software components is alesitabll partners in the project, but
more importantly to the end-user. The idea is that all coreptswrite their output to a storage
facility. There will be a component (database componera Will collect and store the data,
but also allows us to query and retrieve the data again.

We give an overview of how the components interact with eablkrdoy means of the storage
facilities in the system. The videos from the underwater eaais are stored in the storage
facilities, the Fish Detection/Tracking component wilt ¢fee videos out of the storage facilities
and will find the fish and label their locations in the frameshflocation) and follow fish
in multiple frames. The Fish Detection/Tracking composentll again store the obtained
information (for example the fish locations) in the storageility. The Fish Recognition
component will try to determine the exact species label dhasethe stored fish locations and
will store this as well. The User Interface is able to reteiell the information previously
stored in the storage facilities, and for instance counntimaber of species X during the month
December. This is represented to the users, where the tisgage also allows users to search
through all the information in the storage facilities. Theriflow component will check which
system resources are available to process different Vidagke Processing components on new
videos. For instance, it will keep track of the videos whievé not been processed yet by the
Fish Detection/Tracking component and the fish which hatédeen processed yet by the Fish
Description/Recognition component. Furthermore, it stidnd able to handle special requests
by the user interface, running different Video/Image Pssagg components.

In Figurel 16, we show a schematic representation (UML Compobeéagram) of the entire

system. The components basically have interfaces and tsoake the information flow is

given by the arrows. This schematic gives a rough overvietice that this UML Component

Diagram was developed at the start of the project and issatilil in most of the cases. The only
changes are that some component, i.e the “Fish Descripttéish Recognition” and “Query

Engine”-“User Interface” have become one component foctpral reasons.
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Figure 16: UML Component Diagram, showing the input and outplations of the different
components
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Figure 17: Part of the RDMS database schematic of the profestiag the most important
tables for the fish detection/tracking and fish recognitiomponents

Database Definitions

The database definitions (defined in Deliverable 5.2) arergoitant part of the component
interfaces, because information stored by a certain softwamponent had to be read by
another components. The database definitions were detinainthe start (6 month) of the
project and have only changed a couple of times slightly factical reasons (limited stor-
age capabilities). The RDF/RDMS Datastore Definition alloarisg information on 1) the
underwater monitoring system and on 2) the processingtgesulterms of fish detection,
fish tracking, fish recognition, event detection and recigmi 3) processing of videos by the
software components. The Software components inter-tgarainly by reading and writing
data to a relational database conforming to the schema defineeliverable 5.2. Part of the
database schema is shown in Figure 17. In addition, an RDFreches defined in order to
expose the project data in a Linked Data-compliant solutoiVeb-scale sharing of resources
and experimental data as proposed in WP5.
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2.5.2 T5.2 - Integration and evaluation planning

A timetable for the integration and evaluation was given gliierable 5.1. Although not all
initial milestones were reached, already in the first yeaatalthse was setup that allowed
the different groups in the project to share and reuse irdtion. This database was first
hosted in Catania and was later moved to Taiwan (second eathat all groups were able to
integrate their components with each other. By the end ofe¢bersl year, the project showed
during the second year review meeting a first working prqetgf the entire system. This
prototype was improved and extended during the final yeagdas an evaluation session
with marine biologists and ecologists in Taiwan (Technieabject meeting in April 2013).
Currently, one of the latest version of the user interface pvasented at the European Marine
Biologist Symposium 2013 in Galway, Ireland. Some new imprognts have be made since
this presentation.

Groundtruth Collection

For the evaluation, one of the challenges from the videoyarsaperspective was obtaining
groundtruth annotations to verify the performance of tlewianalysis components. Multiple
groundtruth annotation interfaces were developed in otdaybtain data that allows us to
evaluate the video analysis software, where the User aderfeam (CWI) has been involved
as well. Without this data, the evaluation of the componenisipossible, but in most cases
obtaining good quality annotations is difficult. In the F#&mowledge project, multiple tasks
in video analysis like fish detection, fish recognition anthdeour classification needed to
be evaluated using Groundtruth Image Data. These diffelassification tasks however also
require different kind of interfaces for annotating theuiegd Groundtruth data.

The main achievements in the area of ground-truth are:

1. Novel methods to enable non-expert users to perform expage labelling tasks at a
level comparable to that of experts.

2. Novel user interfaces for fish labelling for both exper aon-expert users.

3. Thousands of ground truth data collected and used faritigathe automatic recognition
algorithms.

4. A rule-based framework for collecting and labelling grditruth examples of fish be-
haviours.

A summary of the different interfaces for annotating thedsathere (a more detailed description
can be found in Deliverable 5.6):

1. Perla (fish detection): This is a web interface for lalgelime contour and trajectory of
fish in the videos. An example of this web interface is showthattop of Figure 18.
It allows multiple people to annotate the trajectory anddbetour of the fish and later
combine those annotations.
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2. Flash the Fish Game (fish detection): The fish game (middief Figure 18) is a fun
way to perform the annotation of fish, where the annotatorgpediver in the game with
a camera that has to take pictures of the fish. These pictioke as$ to define the location
of the fish in the video. Notice however that these annotatdmnot give a contour.

3. Fish behaviour (fish behaviour): For the fish behaviourammotation website (middle-
right of Figure 18) is created which allows users to searctcémbinations of species
in the videos, for instance if two clown fish appear in the videound the same time.
Afterwards, we can annotate if these fish are interacting egtch other in certain way,
for instance pairing.

4. Clustering interface (fish recognition): A website (bottteft of Figure 18) was created
to annotate the fish species, where we first remove the sgbaiesre incorrectly classi-
fied for that cluster and afterwards link the cluster to aaierspecies. This allows users
to annotate fish imagesx faster than annotating each image separately. It even makes
the annotation task simpler as no domain knowledge is reduir

5. Fish labeling game (fish recognition): This interfacetitm-right of Figure 18) trans-
forms the difficult task of recognising fish species into asi@agame task that only
requires visual similarity judgements.

Based on our experience in creating datasets for new domaifispproblems and dealing
with having to evaluation large databases with noisy dath different kind of variance, we
discovered that these are open and important problems whaphire more research. The
Fish4Knowledge project organised two scientific workshiggdated to this problem (VIGTA
2012/2013), both workshops also led to organising a spgxiahal issue on the same subject.
(Special Issue on “Methods and Tools for Ground Truth Cadldectn Multimedia Applica-
tion” of Multimedia Tools and Applications and Special Isson “Large Scale Data-Driven
Evaluation in Computer Vision” of the Computer Vision and Ireagnderstanding Journal
(Elsevier)). Given the current trends towards big data seaech, groundtruth and the resulting
evaluation based on the groundtruth will be issue that besamore important for the scientific
community.

2.5.3 T5.3 - Firstintegration and evaluation phase
First prototype system

The first prototype was already an entire working system revbaly a small number of issues
needed to be resolved given the initial design.

The first prototype could process video and image data witltipleisoftware components that
can perform either fish detection and tracking or fish redogni For fish detection, we had
several different background subtraction methods aneéreifit fish tracking methods which
could be used for this task. Two versions of the fish recogmisioftware were available where
the first version was able to recognize 10 species, and thernassion recognized 15 species.
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Figure 18: Examples of interfaces that have been develapexhhotation of image processing
groundtruth data

A simple bulk processing workflow was used to compute the logcsf video data with both
the default fish detection and recognition software comptmerlhe user interface was able to
show statistical information about the processed videa,dathere we had already years worth
of processed video data stored in this system. More detil$e found in in Deliverable 5.4

In the first prototype system, the bulk processing workfloedszl to be replaced by a workflow
that can perform bulk processing as well as response to ageests allowing users to run
different versions of the software to verify for instancegbtheses. Here a connection between
user interface and workflow was also still necessary.

As of May 27th 2013, the fish detection had processed 70784 ofi 10 minutes which was
equal to around 983 days of video given the 12 daylight howesave recording. The fish
recognition, which depends on the fish detection comporasphocessed around 67468 clips
of 10 minutes (937 days of video). In total, we have howeveé4G2 clips, although there are
multiple clips where we have both low resolution and higlohetson videos of the same scene
(resulting in 528624 unique clips).
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Measurements Total Fish Detection Fish Detection Fish Recognition Fish Recognition

(May 2013) (Oct 2013) (May 2013) (Oct 2013)
Processed Videos 528624 70784 (13.4%) 528624 (100%) 67468 (12.8%) 243563 (46.0%)
Processed Videos 74611 74611 (100%) 75806 (98.42%)
(class normal)
Fish 124m 124m 53m
Fish Detections  1445m 1445m 654m
Speed 40 min 12 min 175 min 160 min
(std 83 min) (std 12 min) (std 381 min) (std 246 min)

Table 8: In this table, the comparison between the statusagt2013 of the processing videos
and current status (October 2013), where large differamtige number of processed videos are
shown. In the previous report, we already stated that lotsd#fos are blurred or have video
encoding effect. Currently, we have method to filter out thiesd of videos allowing us to
focus first on the more promising class of normal videos

2.5.4 T5.4 - Second refinement and evaluation phase
Latest prototype system

For the first prototype, we reported that some components net fully connected with each
other (i.e. workflow and interface). This connections hasnba&chieved allowing marine biol-
ogists to run video processing components on the videoiddtabase. Large improvements
in the individual components are for the fish detection conemb that it is able to classify
videos into categories like “blurred”, “normal”, “encodjrproblem”, etc. By looking at the
information in the database, we discovered strange reswutigh by checking the original
video where due to for instance “encoding problems” wheteromore fish are detected then
one would normal expect. In the fish recognition componemésare able to recognise more
species, going from 15 to 23 species. Also, the recognitmmponent can filter out false
positive from the detection stage. The user interface igavgd in both the usability and the
fact that it can present more views on the data. There is aearection to the workflow giving
marine biologists the ability to process videos with othélP \goftware. The detail about the
improvements of the different components can be found invBxdble 5.5.

Data processing status

The video and image processing modules analyse the vidaald#tcting and recognising the
fish in the video footage. The video data is saved in 10 minigteovclips, where in total we
have 528624 distinct video clips. For clarity reasons, wiestate the both the number given in
Deliverable 5.4 (which are measured at May 27th 2013) andélaenumbers currently in the
database in Table 8.

Table 8 shows that the fish detection component finished psatgall the video in the database.
The fish recognition component finished processing almdéohall the video, currently be-
cause of new filters we are focussing on the more promisirgg @&inormal videos (i.e. videos

Version 1.0; 2013-11-10 Page 39 of 51 (© Fish4Knowledge Consortium, 2013



IST — 257024 — Fish4Knowledge Deliverable D7.6

without blur or video encoding error), afterwards contimquon the rest of the videos. In Table 7,
the largest tables in our database are shown, where bothuthker of rows (in millions) and
the data size (in Gb) are shown for each table. The ‘fistection” table is the largest table.
Other important tables are the “fispecies” where all the species information is storage, the
“fish” table that contains the fish trajectory informatiordahe “summarycameraxXX” tables

that allow fast querying of the database. Given both TableBEable 7, we show that this
project is first of all truly a big data project. It is also ontbé first projects able to analyse large
amount of video data and to present the analysis to the users.

Discussion of Software Architecture

The Software Architecture proposed in this project, whbaeedoftware components interface
with each other using a database schema, allowed us to gebelindividual software quickly
without having to rely on the other teams in the beginninghefgiroject. Also input from other
teams could be easily tested when their results were stoted database. The challenges at the
start however involved getting the database definitionst@ihich took some time also because
of storage capacity issues). Another problem is that ofn definition or functionalities
are necessary, however not all partners might be aware ofutieion of new field in the
database. The advantage is that developers can easily adfiefeein the database, without
other developers having to redesign the software. The sadge is that persons need to be
informed about the field definitions once they become widsbld, which this project achieved
mainly by a mailing list and updating Deliverable 5.2. Thishatecture is ideal for lots of
scientific big data projects, where it allows a lot of freedtorthe software engineers and
software can easily contribute by filling the database wéw processed data.

Discussion on Future Improvements

Although is project achieved both in the processing of videta and the collection of groundtruth
data outstanding results. We discovered that linking tbemgtruth data to the processed video
data is difficult and might be a nice subject for future prtged he idea that groundtruth data,
which always comes from relative small subsets of the oailgiata, should be representative for
the entire dataset, allows to give marine biologist a fegtor the performance of the system.
This is basically what we achieved within this project. Hoer it might lead to some kind
of automatic manner to normalize the observation by autecmaethods. We also discovered
that the entire dataset probably contains subsets whiclesriale original assumption that the
groundtruth data is representative for the entire datade¢.f Subsets of the groundtruth data
can also be generated (i.e. in our data “normal”.“blurradieo encoding error”) in which case
we have to link to subsets that represent the data to norenfalizzertain effects. Investigation
of future project can link ground truth and observations mae fundamental way, where also
the underlying storage architecture has to support this.
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3 Project Dissemination and Impact

As a part of the F4K project, we have promised to develop aptayeb site including on-line
data repositories, organise 4 workshops, develop pubtgcadgloration interfaces, and promote
the methodology to the marine biology community. Over thenspf F4K'’s three project years,
we have fulfilled the above project promises and much moreullk fledged project web site
ladened with data archives, ground truth, source code, apegss versions of published papers
and report publications is publicly available at:
http://groups.inf.ed.ac.uk/f4k/resources. htm

Six publicly accessible user interfaces are availableutfincseven web sites/portals. These are
the public user interface for using the overall F4K systengublic access for participating our
crowd sourcing projects in an attempt to evaluate our videogssing modules. Some of such
efforts are appeared in an on-line game format. In additioeF4K Underwater Aquarium is
hosted through an on-line 3D virtual world environment ic&wl Life.

Overall, we organised 6 scientific workshops and organisspegial issues for publishing in
scientific journals. During the last year of the project, warted to write an overall F4K project
book in preparation for publishing in 2014.

3.1 The F4K Project Book - A F4K Legacy

The F4K book will present an integrated, inter-disciplipa@omputational approach to the cap-
turing, analyzing, interpreting, presenting and managingass volumes of marine video data
that has been captured from the open sea. It will providedders a rare opportunity to gain an
overview of a set of relevant, supportive, inter-disciptypand innovative research and technical
works in one place. This gives a coherent view of the resepagers published in different
scientific domains. It would be a useful reference book feeagchers and practitioners who
are interested in handling big data that may be gathered tineriVeb or the natural world, as
it provides ene-to-end detailed descriptions and insightisow these complex tasks have been
accomplished.

The F4K project book timely deals with big data research amdvation issues and will be
a great F4K project legacy. We have received high praises ook proposal reviewers and
publisher and are awaiting a book contract from Springereigblished in the “Intelligent

Systems Reference Library” book series. We plan to submita firaft next spring for

publishing in 2014.

3.2 F4K Led Special Issues in Scientific Journals

e The special Issué.arge Scale Data-Driven Evaluation in Computer Vision” of Com-
puter Vision and Image Understanding Journal (Elseviensait presenting and reporting
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the most recent efforts: 1) to support automatic or seno+aatic generation of large
scale datasets together with annotations, 2) to integradérey datasets by investigating
harvesting and representation schema matching approa&jhesexploit big visual data
and the Internet crowd to overcome the lack of annotatedsdttaand 4) to develop
‘data-driven’ approaches also able to evaluate algoritipedormance with limited or
no ground truth data. The call for papers has already beeunlated and the foreseen
deadline for papers submission is Nov 30, 2013, while theeetgal publication date is
September 2014.

Guest editors Dr. C. Spampinato (University of Catania, Italy), Dr. B. Boomm{irsity
of Edinburgh, UK) and Prof. B. Huet (EURECOM, France)

e Special Issu¢How Can Multimedia Help Ecology?” of the Multimedia Systems
Journal (Springer). This special issue will present andntepn the most recent methods
for the management, processing, interpretation, and Nssti@n of multimedia data
recorded for monitoring ecological systems with aim to aevpowerful tools to make
ecologists understand and model different aspects offtiben interactions among small
organisms to processes spanning the entire planet. Théocaiapers has already been
circulated and the foreseen deadline for papers submissbecember 31, 2013.

Guest editors Dr. Concetto Spampinato (University of Catania, Italy), Dr.Mezaris
(CERTH-ITI, Greece) and Dr. Jacco van Ossenbruggen (CWI, Thieekands)

e “Ground Truth Collection in Multimedia” in the Multimedia Tools and Applications
Journal (Spinger). This special issue addresses the gewelt of: multimedia process-
ing methods for supporting automatic ground truth genanatmethods and tools for
combining and comparing ground truth labeled by multiplerasn any field of multime-
dia where ground truth is required, interfaces (adaptix@gaqtive, mobile, web-based) for
collecting ground truth, methods for data representati@hiategration, interoperability
middleware, features, algorithms, and tools. Guest esliaoe: Concetto Spampinato
(University of Catania, Italy), Bas Boom (University of Edingh, UK), and Jiyin He
(CWI, the Netherlands).

e Methods and Tools for Ground Truth Collection in Multimedia of Multimedia Tools
and Applications Journal (Springer): The special issueifipally addresses the de-
velopment of: multimedia processing methods for suppgrantomatic ground truth
generation, methods and tools for combining and comparimogrgl truth labeled by
multiple users in any field of multimedia where ground trughrequired for collecting
ground truth, methods for data representation and integrainteroperability middle-
ware, features, algorithms, and tools. The CfP of the spessaé was circulated to about
5000 researchers in multimedia processing and attractgagddrs, from which 9 papers
were accepted to appear in the special issue and their ordnseon is already available.
The topics of the accepted papers range from general puspdee annotation tools
for image segmentation to approaches for supporting lafpeif shadow, head pose and
vehicle to benchmarking platforms for evaluating colortte classification schemes to
requirements of metadata schema for performance evatuatioe guest editors of this
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special issue were Dr. Spampinato, Dr. Boom and Dr. He. Thegativersion of the
special issue is expected to be published early 2014.

e Multimedia in Ecology of the Ecological Informatics Journal (Elsevier): The spkec
issue ‘Multimedia in Ecology’ specifically reports on the sh@ecent methods for the
processing, interpretation, and visualization of multiaedata recorded for monitor-
ing ecological systems, with particular attention to ariarad plant identification and
classification and pollution monitoring. The CfP of the spé@sue was circulated to
about 3000 researchers in multimedia and ecoinformatidsl&rarticles were received,
from which 11 papers accepted to appear in the special i3$eetopics of the accepted
papers deal mainly with animal/plant identification andogagtion, habitat classification
and frameworks for sensing the environment and monitordegollution. The guest
editors of this special issue were Dr. Spampinato, Dr. vase@sruggen, Dr. Huet and
Dr. Mezaris and the special issue is expected to be publishgg 2014.

e Animal and Insect Behaviour Understanding in Image Sequenceof EURASIP: This
special issue aims at reporting on the recent approachesalsdfor the identification,
interpretation and description of animal and insect behavin image sequences. It
specifically focuses on the interactions between (i) coerpusion theories and meth-
ods, (i) artificial intelligence techniques for the high#l analysis of animal and insect
behaviours and (iii) multimedia semantics methods for xmte and retrieval of animal
and insect behaviour detected in images and videos. Théassstie was specifically
designed to publish the best papers presented both at MAE®H at VAIB'12. How-
ever, a CfP was also circulated to about 10.000 researcheuiting in 14 submitted
papers, from which eight have been accepted, four rejecte g are still under review.
The topics of the submitted papers are in line with the onled;an detail: 2D and 3D
methods for automatic detection, tracking and recognitibanimals (mice, elephants,
chimpanzees) and insects (mainly bees) in ‘real-life’ emwnents by processing images,
videos and audio. Approaches to investigate animal anelsieial insects’ behavior both
in real-life scenarios (e.g. stickleback schooling bebgwand in a lab setting were also
submitted. The guest editors of this special issue were pantpinato, Dr. Boom, Dr.
Farinella, Dr. Mezaris, Prof. Betke and Prof. Fisher and thecgl issue is expected to
be published on June 2014.

3.3 F4K Led Scientific Workshops

e The Intelligent Workflow, Cloud Computing and Systems workslop as a part of the
KES-AMSTA conference, Manchester, UK, June 29-July 1, 20iivas co-organised
by Dr. Yun-Heh Chen-Burger (University of Edinburgh, UK), PraChing-Long Yeh
(Tatung University, Taiwan), and Dr. Fang-Pang Lin (NCHC wEx). There was 1
invited and 4 submitted talks. Around 20 people attendeavibrkshop.

e The Intelligent Workflow, Cloud Computing and Systems workslop as a part of the
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KES-AMSTA conference, Dubrovnik, Croatia, June 2012. Thakshop is in its 3rd
year running. It is co-organised by Dr. Yun-Heh Chen-Burgeariyersity of Edinburgh,
UK), Prof. Ching-Long Yeh (Tatung University, Taiwan), Praakhmi Jain (University
of South Australia, Australia), and Dr. Fang-Pang Lin (NCH@w&an). There were
five paper presentations included in the conference pratgexhd to be included in
Springer’s LNAI series. Around 30 people attended the wooks many of them are
returned participants.

e The International Workshop on Video and Image Ground Truth computer vision
Applications (VIGTA'12, VIGTA'13) . These were held in conjunction with the Ad-
vanced Visual Interfaces (AVI 2012) International Confeeim Capri Italy, May 21-25,
2012 and in St. Petersburg (Russia), July, 2013 in conjumetith the International Con-
ference on Computer Vision Systems (ICVS 2013). The worksirapaat reporting on
the most recent methods to support automatic or semi-atimgraund truth annotation
and labelling as well as algorithms’ performance evalumaod comparison in many
applications such as object detection, object recognitscene segmentation and face
recognition both in still images and in videos.

The call for papers attracted 15 papers from which 8 weresdor oral presentations.
The topics of the accepted papers range from how to use ettienages and semantic web
technologies for supporting image and video annotatiomeogeneration of large scale
ground truth by reporting to crowdsourcing to performangduation and comparison of
computer vision methods.

The workshop featured two keynote talks: “Overview of Qiyalissessment for Visual
Signals and Newly Emerged Trends” given by Prof. Ngan, Kimgg fkom Chinese Uni-
versity of Hong Kong; and “Ground Truth Design Principlesr-@verview” given by Dr.
Kondermann from Heidelberg Collaboratory for Image Proogs8HClI) of University of
Heidelberg. 35 people attended the workshop.

The workshop proceedings are published by the ACM InternatiG@onference Proceed-
ing Series published by ACM. The workshop chairs were: Dr. @toncSpampinato
(University of Catania, Italy), Dr. Bas Boom (University of Burgh, UK) and Prof.
Benoit Huet (EURECOM, France).

e The Second ACM International Workshop on Multimedia Analysis for Ecological
(MAED’13) in Barcelona (Spain) on October 21, 2013 in conjunction wit ACM
Multimedia Conference, aimed at bringing together a crassyalinary crowd of people
in order to investigate current and emerging topics withinlegical multimedia data
analysis. The workshop, in particular, outlined the statb®@research on the most recent
methods for the processing and interpretation of multimedita recorded for monitoring
ecological systems.

In total, the Program Committee accepted 7 papers (from 1@isidal papers) covering
the following topics: Animal detection and recognition bypgessing image, video and
audio data; fish and marine environment monitoring; benckimgand user-appreciation
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of ecological multimedia technologies and applicationsiogeography.

The workshop also features two keynote talks: 1) "Collectind Analysis of Two Com-
plex Ecological Datasets” given by Prof. Robert Fisher fréwe $chool of Informatics,
University of Edinburgh, and 2) "Understanding Animal Fitgvith Three-dimensional
and Infrared Computer Vision” delivered by Prof. Margrit Befkom Boston University.
The workshop proceedings are published by the ACM InternatiG@onference Proceed-
ing Series. The workshop chairs were: Dr. Concetto Spanpit#tiversity of Catania,
Italy), Dr. Vasileios Mezaris (CERTH-ITI, Greece), Dr. Jace&an Ossenbruggen (CWI,
The Netherlands).

e The special session dmage Processing and Pattern Recognition for Ecological Ap-
plications was organised as part of the 2013 IEEE International Conteren Image
Processir% Melbourne, Australia, Septembeb*-18'*, 2013. This special session,
mainly, reports on the most recent pattern recognition @ggres in several fields of
ecology from plant recognition to natural habitat clasatiien to animal behaviour un-
derstanding. The special session organisers were Dr. Gorseampinato (University
of Catania, Italy), Dr. Vasileios Mezaris (CERTH, Greece) &mndAlexis Joly (INRIA,
France).

e The Fish4Knowledge team organised a one day workshop omuéVisbservation and
analysis of animal and insect behavior”, held on November2ll2, as part of the
21th Int. Conference on Pattern Recognition (ICPR), TsukulizanlaThe workshop
organisers were R. Fisher (University of Edinburgh), J. &all(University of South
Denmark), and B. Boom (University of Edinburgh). 24 extendesti@cts were received
and each was reviewed by 3 members of the organisers andaprogr committee,
from which 18 talks were accepted. About 35 people attentdedwtorkshop. See:
http:// honepages. i nf. ed. ac. uk/ rbf/vai bl12. ht M for more details and
papers.

e Live F4K Ul demonstration workshops: three were held in Taiwan targeting (marine)
biologists/ecologists, including researchers in coraf fessh, corals, plankton, microor-
ganisms and ecotoxicology. The demonstrations were h&diaditoratories of Academia
Sinica (Systematics and Biodiversity Information, Taimd ICOB, Yilan), and at the
National Museum of Marine Biology and Aquarium (Kenting). Mdhan 30 participants
attended the workshops.

During the workshops, participants were shown a presemtatbout the F4K project,
explaining the means to detect fish, recognise fish specikshair behaviors in video
footage. We also provide interpretations on the video fg@&nalysis and methods to use
the F4K user interface to acquire desirable results. Fdkéming workshop, participants
simultaneously interacted with the F4K system using 20 agers. We have collected
feedback from participants, inc. desirable use of the F4¥esy for scientific research
and possible refinements. We have also recruited partisganour user study, details

2www.ieeeicip.org
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are provided in deliverable D6.6.

3.4 Invited Talks, Posters and Exhibitions at Scientific Conferences

¢ Invited talk onDevelopment of Earth Science Observational Data Infrastruture of
Taiwan, inc. Introduction of Fish4Knowledge project GLIF (Global Lambda Inte-
grated Facility), Oct 4, 2013, Singapore.

e Presentation on F4K development in the Telescience Wor&irayp of PRAGMA, Pa-
cific Rim Applications and Grid Middleware Assembly, March-2D, 2013, Bangkok,
Thailand.

e Presentation on F4K results in the Telescience workingmuodlPRAGMA, Pacific Rim
Applications and Grid Middleware Assembly, October 16-2@13, Beijing, China.

¢ Invited talk onBusiness Process Modelling, Logic, Semantics based Reasonargl
Intelligent Workflow at the Bridging Big Data Infrastructures - Expedition on thé-Ne
work Science Landscape workshop, December 3-6, 2012, NCHChureg, Taiwan.
This talk gave the linkage between BPM, intelligent workflondavirtual workflow
machines; and how logic and semantic reasoning played aorieng part in providing
run-time (re-)configurable virtual workflow machine.

¢ Invited talk onWorkflow Management and Fault Toleranceat NCHC, Taiwan, March,
2013. This talk presented the workflow engine, error detextd repair. It gave insight on
how the F4K data and HPC facilities were utilised on an on-alairbasis. Particularly,
we discussed the decision-making strategies from the vawkblerformance’s point of
view and considered factors from NCHC'’s database and HP Cadjzation.

e A poster describing the F4K project was presented alttet European Association
of Fisheries Economists (EAFE) 2013onference, held at Heriot-Watt University in
Edinburgh from 15-17 April. “The theme of the conference w&gcuring the future
- Implementing reform in European Fisheries. Keynote spesakncluded Ms Lowri
Evans, Director General of DG Mare, Mr Richard Lochhead MSR)ii@d Secretary
for Environment and Rural Affairs, Prof Thomas Sterner,tingi Chief Economist at
EDF, Prof Ragnar Tveteras, Head of Stavanger Centre for ItioovResearch and Mr
Mike Park, Chief Executive of the Scottish White Fish Prodad&ssociation. Over 90
delegates from around Europe and the world attended frooeglas far afield as Japan,
Alaska and throughout Europe.”

While the focus of the event was on wild and farmed commerahlrig, we thought that
they would be interested in the fish detection and recognigohnology. We had a poster
that summarised the project, which was seen by many dekegsteshom 4 spoke with
us in more depth.

o UEDIN will participate in a poster presentation at the Ssbttnformatics and Computer
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Science Alliance (SICSA) in association with Scotland 1S ovdre hosting their 6th
annual DEMOfest. This is a technology showcase that bringether industry and
academia and get to meet others in the SICSA research conymdiiits year it will
take place on 5th November 2013 in the Mitchell Library, Mo8treet, Glasgow, G3
7DN. Based on previous years, we estimate that 100+ delegdtsge the poster.

e Prof. Fisher will give a keynote talk on “Applying Computersibn Methods to Ecolog-
ical Problems”, at the 2013 IEEE Second Int. Conf. on Imagermation Processing
(ICHIP -2013), December 9 - 11, 2013, Jaypee University obidmfation Technology,
Shimla, Himachal Pradesh, INDIA

e At the 48th Annual European Marine Biologist Symposium (EMBS 2013)a poster
was presented together with a youtube mmié p: / / gr oups. i nf . ed. ac. uk/ f 4k/ .

This was shown during the introduction speech at the sympasihis symposium was

held at the National University of Ireland, Galway. Duririgetposter presentation, we
showed marine biologists/ecologists our system which weatestrated live at the sym-
posium. The youtube movie which was posted before the symnmoslready attracted

some of the participants to try out the system before the sgiom. The symposium had
85 oral and 85 poster presentations, with an Internationdieace coming for mostly

Europe, but also the United States, Australia, Russia, China.

e At the 9th Indo-Pacific Fish Conference (Okinawa) a talk about the F4K system was
presented, with particular focus on the user interfaceesiine this is the user community.
People weren't at all interested in our data (since it wasaltected to answer their
guestions), but they are interested in how to re-use or abeglgorithms for their own
videos.

e Exhibition onData Infrastructure for Fish4Knowledge, International Supercomputing
Conference, 17-19, June, Leipzig, Germany.

¢ Joint exhibition orDemo of Fish4Knowledge and with Wailalak University, Thailand
on live video streaming from Racha Yi Island to DenverSupercomputing Conference,
17-22, November, Denver, Colorado, USA.

e A keynote talk on “Experts, non-experts, and automatic wwdthin crowdsourcing in
wildlife image annotation” at the 1st Int. workshop on Sédfiedia for Human Compu-
tation, in conjunction with the IEEE social computing caefece, 2012, Amsterdam. The
talk discussed issues in and approaches to crowdsourchkg that require specialists’
knowledge based on our studies in the F4K project.

e A talk on “Comprehensive visualization of underwater videdad uncertainty, prove-
nance and multidimensional analysis in the Fish4Knowlgqutggect” and a demo at the
workshop Large Data Analysis in Marine Biology Science: Newsdtbilities through
Visual Analytics, in conjunction with the 9th Baltic Sea Sue Congress, on August
28th 2013. The audience was composed of researchers frénthgotarine biology and
the HCI domains, raising awareness of the project in both conities.
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e A demo at the launch event of the Data Science Research Centiee dfniversity of
Amsterdam, on November 13th 2013. The audience is mainlyposed of computer
scientists from a wide range of domains (e.g., InformatiotriBal, Machine Learning,
Database, High-Preformance Computing), as well as scdignssich as astronomers,
applying the tools developed by the computer scientists.

3.5 Fostered Collaboration

e New scientific proposal by Dr. Fang-Pang Lin, NCHC, jointly sutted with marine
biology researchers from National Museum of Natural S@esed Aquarium to NSC,
Taiwan.

e Collaboration with University of Cardiff, UK, and Universidale Zaragoza, Spain, on
workflow performance analysis and fault tolerance: this ledsto a co-authored pub-
lished conference paper in 2013. Dr. Jessica Chen-Burgerdalgégues are currently
preparing for a journal paper and an EU proposal for HorizZa@02

e Organizing a video-based fish identification task within ldde LifeCLEF 2014 (part of
the ImageCLEF initiative)

¢ Part of the organization of the Background Modeling Challe2@4, which, unlike BMC
2012, will include underwater videos.

e Collaboration with Prof. Margrit Betke from the Boston Univérson the generation
of large-scale ground truth for object detection. A joinbposal between Prof. Gior-
dano, Prof. Betke and Dr. Spampinato was submitted to theMase Curie Outgoing
fellowship programme.

e The AQUACAM Research Programme is a 3-year collaborationZ221115) between the
Fish4Knowledge Research Consortium (F4K), The Universitthef\West Indies (UWI)
and The CARIBSAVE Partnership. The goal is to develop a new raong system for
tropical reef fish, using fixed underwater video cameras amdpeiter vision software
that can detect and recognize approximately 40 species dblsean fish and estimate
their body length. Collaboration includes participatiorthie supervisory committee of
a PhD student from UWI who is researching the methodologispéets of estimating
fish biomass by using F4K technology as compared to otheradstbsed by marine
biologists. During F4K project year 3, the following acties have been done for the
AQUACAM research programme:

— Adaptation of the fish detection and tracking approachesldped within F4K to
deal with higher spatial and temporal underwater videosrtak the Caribbean;

— Labeling of 10K objects on the new videos for exhaustivegreniince evaluation;

— Set up of the video server for collecting and the sharingdkeri videos;
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— Study of the state of the art of the stereo approaches forifishestimation.

e Discussions has started with Dr. Tung-Yung Fan, a marinodist at the National
Museum of Marine Biology and Aquarium, Taiwan, regardingufaetcollaboration on
coral reef observation and growth, well-being monitoring @otential disease discovery
and recovery. Dr. Fan is a world-leading experts in this fiditke also has extensive
connections in the US and Australia research communities.

¢ NARL is now taking advantage of the F4K computational frameéusiarting from Oc-
tober 2013 to develop a peta-scale Earth Science Obserabfmowledge base, which
incorporate data collected from Taiwan’s remote sensirdyraateorological satellites,
ocean research ships, meteorological and geological dretations, and processes of
domain specific analytics into a single service system.

¢ Organisation of the background modeling challenge 20k4&lgliin conjunction with the
ECCV’'14 conference) with Prof. Vacavant (University of Augee, France). Next year
the challenge will also include underwater video sequences

e Collaboration with Dr. Daniel Kondermann from the Heidelip@ollaboratory for Image
Processing (HCI) group to build up a European working groupé&sformance evaluation
in computer vision.

3.6 Publicly Available Resources

To aid the computer vision and marine ecology research camti@s, we have made two

subsets of the raw and processed video data available: ¥ealls: a 10 minute video clip

from all cameras taken at 08:00 every day in the project OQ010 - July 31, 2013, giving

approximately 10K video clips. This data allows analysidisi patterns over annual cycles
and comparison between sites. 2) Full Day: all 720 videasdlipm the 10 cameras taken from
06:00 - 18:00 on April 22, 2011. This data allows analysissi patterns over a full day period
and comparison between sites. The SQL associated with edeb #lip is also made public.

The data can be found at:

http://groups.inf.ed.ac. uk/f4k/ FAKDATASAMPLES/ . . .
... | NTERFACE/ DATASANMPLES/ sear ch. php

In addition, we have made several user interfaces publiejiable. A list of such Ul is
provided below:

e Main Interface to the Fish4Knowledge System:
Asia:http:// gl eoncentral . nchc.org.tw
Europe:htt p: //f 4k. proj ect. cw . nl

e F4K fish detection, tracking, recognition, and behaviour gound truth:
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The raw data and groundtruth results for these 4 processexd:ar
http://groups.inf.ed. ac. uk/f4k/ GROUNDTRUTH

e F4K Underwater Aquarium and Exhibition Hall: this virtual building is available via
the on-line virtual world environment in Second Life at:

http:// maps. secondl i fe.com secondl i f e/ Edi nbur gh%20Uni versity/ 70/ 198/ 26

e Flash the Fish game: Flash the Fish is an on-line crowd sourcing game that enables
massive automated annotations on videos by gaining gaméspdihe goal of the game
is to spot/flash a fish in underwater videos, by clicking omthie gain as many points as
possible.

http://f4k.dieei.unict.it/fish_gane

e Fish Labelling Game for non-experts: match the fish with the right species -
http://f4k. project.cw .nl/fishlabeling/accounts/| ogin/

e Automated Fish recognition sites for experts:
http://f4k. project.cw .nl/labeling/clusterlabels/.

e Cluster the Fish - a Crowd Sourcing Ul: for custering fish of the same species -

http://fd4k.dieei.unict.it/fish_|abeling
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