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Benefits

• Can be developed by users rather than programmers.

• Easy to develop custom, task-based portlets.

• Short development time and ease of maintenance.

• Users can use HPC facilities without worrying about 

details of batch system, environment variables, etc.
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