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Motivations 

•  There are many user communities who would 
like to access distributed computing 
infrastructures (DCIs  - grids, clouds etc.) in a 
transparent way  

•  They do not want to learn the peculiar features 
of the used DCIs 

•  They want to concentrate on their scientific 
application and run it in the DCI in a transparent 
way 

•  Therefore they need a science gateway 



How to build a science 
gateway? 

Option 1: Build from scratch 

–  If the gateway is not extremely simple, it requires long 
time to develop a robust gateway 

– Requires substantial manpower and development cost 

–  It is very specialized and as users start to use it and 
come up with new requirements it may be difficult to 
extend in a scalable way 

–  It typically represents an isolated development without 
belonging to an open source community  



How to build a science 
gateway? 

Option 2: Adapt and customize an existing 
gateway framework 

– Significantly reduces development time 

– Requires limited manpower and development cost  

– Produces a robust and usable service 

– The open source community is driving force for 
further development and extensions 

SCI-BUS provides the required core 
gateway and customization technology 



Who are the members of an e-science 
community regarding Option 2? 

End-users (e-scientists) (50.000-1.000.000) 
•  Execute the published WF applications with custom 
input parameters by creating application instances using 
the published WF applications as templates 

WF Application Developers (500-1.000) 
•  Develop WF applications 
•  Publish the completed WF applications for end-users 
•  SHIWA project 

SG Instance Developers (50-100) 
•  Develop application domain specific SG instance 
•  SCI-BUS project 

Science Gateway (SG) Framework Developers (5-10) 
•  Develop generic SG framework 
•  SCI-BUS project 



Criteria of selecting an existing 
gateway framework 

1.  Robustness 
2.  Sustainability 

–  Will it exist in 3 years time? 
–  How big and trustable the community who develops 

it? 
3.  Functionalities 
4.  How easy to adapt for the needs of the new 

user community? 
5.  Scalability 
6.  Extendibility 



SCI-BUS EU FP7 project 

•  SCI-­‐BUS	
  (SCIence	
  gateway	
  Based	
  User	
  Support)	
  
provides	
  gateways	
  for	
  both	
  types	
  of	
  user	
  
communi?es	
  

•  3-­‐year	
  project:	
  1	
  Oct	
  2011	
  –	
  30	
  Sep	
  2014	
  
• Objec?ves	
  of	
  SCI-­‐BUS	
  

–  Support	
  both	
  WF	
  developers	
  and	
  end-­‐user	
  scien?sts	
  
–  Create	
  a	
  generic-­‐purpose	
  science	
  gateway	
  framework	
  
–  Elaborate	
  a	
  science	
  gateway	
  instance	
  development	
  
technology	
  	
  

–  Establish	
  produc8on	
  SG	
  instance	
  services	
  both	
  for	
  
na?onal	
  grids	
  (horizontal	
  user	
  communi?es)	
  and	
  various	
  
science	
  communi?es	
  (ver?cal	
  user	
  communi?es)	
  

– Develop	
  business	
  models	
  to	
  guarantee	
  sustainability	
  and	
  
commercial	
  exploita?on	
  	
  



SCI-BUS Architecture 



Support for workflow developers  
(in collaboration with SHIWA and ER-flow) 

SHIWA 
Repository 

Sharing WF 
applications via the 
repository 

•  The SG framework provides 
access to a large set of DCIs to 
make these WF applications run 

Local clusters 

Supercomputers 

Desktop grids (DGs) 
(BOINC, Condor, etc.) 

Cluster based  
service grids (SGs) 
(EGEE, OSG, etc.)  

Supercomputer  
based SGs 

(DEISA, TeraGrid) 

Grid systems 
E-science infrastructure 

Clouds 

SG framework 

•  The SG framework  provides 
graphical WF editor, WF 
manager 



Support for end-user e-scientists 

Internal 
App. 

Repository 

E-scientists 

Local clusters 

Supercomputers 

Desktop grids (DGs) 
(BOINC, Condor, etc.) 

Cluster based  
service grids (SGs) 
(EGEE, OSG, etc.)  

Supercomputer  
based SGs 

(DEISA, TeraGrid) 

Grid systems 
E-science infrastructure 

Clouds 

•   Easy-to-use interface 
to parameterize and run 
applications 

•  Access to a large set of 
clouds (and DCIs) to 
make (WF) applications 
run Science Gateway (SG) instances 

exposing applications and hiding 
clouds and DCIs 



Support for science gateway instance 
developers 

SHIWA  
Repository 

Science Gateway (SG) 
framework with access 

to clouds and DCIs 

DCI N DCI 1 

Customization 
Science Gateway (SG) 
Instance with inherited 
access to Repository, 

clouds and DCIs 

WS-PGRADE/gUSE 

17 different 
SG instances 
for biologists, 
chemists, 
seismologists 
etc. 



WS-PGRADE/gUSE  
Generic-purpose gateway framework 

•  Based on Liferay 
•  General purpose 
•  Workflow-oriented portal framework 
•  Supports the development and execution of 

workflow-based applications 
•  Enables the multi-cloud and multi-DCI execution 

of any WF 
•  Supports the fast development of SG instances 

by a customization technology 
•  Provides access to  

•  internal repository  
•  external SHIWA Repository 



gUSE – grid User Support Environment 
Scalable architecture based on collaborating services 
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Seamless access to various DCIs 
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DCI Bridge 



Integrated	
  WS-­‐PGRADE/CloudBroker	
  	
  
PlaVorm	
  to	
  access	
  mul?-­‐clouds	
  

Cloud 
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WS-
PGRADE 
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•  Supported clouds: Amazon, OpenStack, 
Eucalyptus (soon: OpenNebula) 

•  SaaS solution:  
•  Preregistered services/jobs can run from WS-PGRADE 

Supported from gUSE 3.5.0 
•  IaaS solution:  

•  any services/jobs (e.g. BoT jobs) can run from WS-
PGRADE Supported from gUSE 3.5.1 



Creating workflow graphs 

•  Create WF structure 
•  Add new jobs 
•  Add ports to jobs 
•  Define connections 

between jobs 



SaaS 
Cloud1 

IaaS  
Cloud N 

Workflow configuration 



19 

Running and monitoring 
workflow instances 



Certificate management 

Manage X.509 certificates: 
–  Upload to MyProxy server 
–  Get new proxy from a MyProxy server 
–  Manage proxies on MyProxy servers 



Advanced features – 
Parameter sweep workflows 
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Advanced features – 
Embedded workflows 

•  A job can be a workflow! 
•  Rule: a concrete workflow created from a 

template may be embedded 

•  Port assignments have to be set: 



User access modes 

ASM API 

WS-PGRADE 
UI 

Customized 
UI 

Other, 
existing UI 

WS-PGRADE 
workflow  UI 



Types of gateways to be developed 
from the core WS-PGRADE/gUSE 
framework 

1.  Generic purpose gateways for grids/clouds 
– Core WS-PGRADE/gUSE 

2.  Generic purpose gateway for specific 
technologies 
– SHIWA gateway for workflow sharing and interoperation 

3.  Application-oriented science gateway instance 
– Autodock gateway 
– Statistical seismology gateway 



SHIWA solution for LINGA 

Sub-Workflows 
Management 

Multi- 
Workflow 



Support for end-user scientists 

SCI-BUS provides technology to easily and rapidly 
create application-oriented science gateway 
instances 
Two methods: 

–  End-user mode: Autodock gateway 
–  Customization via ASM: Statistical Seismology gateway 



Example: Autodock gateway 
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•  Free public access to pre-deployed molecular docking scenarios for bio-
scientist end-users  

•  Workflows executed on public desktop grids 
•  70+ registered users, over 1 millions jobs 

Random blind docking: 
•  1 receptor and 1 ligand file (pdb 

or pdbqt) 
•  docking parameter files 
•  number of iterations 
•  number of lowest energy results 

Virtual screening: 
•  1 receptor file  
•  a library of ligands 
•  docking parameter files 
•  number of work units  
•  number of lowest energy results 



Example: Autodock gateway 
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Seismology Gateway 
Architecture 



Statistical Seismology demo 
https://www.sci-bus.eu/demos7 

For further details please contact:  
Cevat Sener - sener@ceng.metu.edu.tr 



WS-PGRADE 

Internal components 

submitter 

Desktop or Service grids / cloud / Clusters DCIs 

gUSE 

Web browser Client  
WS-PGRADE 

Customized web-interface 

Developed by ASM 

Placing web-app as 
gUSE component 

Customization by the Application 
Specific Module  



Where to find further 
information? 

•  SCI-BUS web page: 
– http://www.sci-bus.eu/ 

•  SHIWA web page: 
– http://www.shiwa-workflow.eu/ 

•  gUSE/WS-PGRADE: 
– http://www.guse.hu/ 

•  gUSE on sourceforge 
– http://sourceforge.net/projects/guse/ 
– http://sourceforge.net/projects/guse/forums/forum/ 
– http://sourceforge.net/projects/guse/develop 



Sourceforge download 
statistics 



Roadmap of further developing 
WS-PGRADE/gUSE 

• Direct WS-PGRADE workflow upload/
download to/from SHIWA Repository (by 
March 2013) 

• Robot certificate (by April 2013) 
•  SCI-BUS portlet repository (by May 2013) 
• Data Bridge service (by June 2013) 
•  Introducing interactive workflow nodes (by 

July 2013) 



Conclusions 

•  If you want to develop a SG instance, use a SG framework instead 
of developing it from scratch 

•  Why to select WS-PGRADE/gUSE and join the SCI-BUS 
community? 
1. Robustness 

•  Already large number of gateways used in production  
2. Sustainability 

•  The SCI-BUS project and its sustainability and commercialization plan 
guarantees it 

3. Functionalities 
•  Rich functionalities that are growing according to the SCI-BUS and 

sourceforge community needs 
4. How easy to adapt for the needs of the new user community? 

•  Already large number of gateways customized from gUSE/WS-PGRADE 
5. You can influence the progress of WS-PGRADE/gUSE 

Join SCI-BUS as 
associated member 


