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Abstract.

Objective: Brain perfusion weighted images acquired using dynamic contrast studies

have an important clinical role in acute stroke diagnosis and treatment decisions.

However, Computed Tomography (CT) images suffer from low contrast-to-noise ratios

(CNR) as a consequence of the limitation of the exposure to radiation of the patient.

As a consequence, the developments of methods for improving the CNR are valuable.

Methods: The majority of existing approaches for denoising CT images are optimized

for 3D (spatial) information, including spatial decimation (spatially weighted mean

filters) and techniques based on wavelet and curvelet transforms. However, perfusion

imaging data is 4D as it also contains temporal information. Our approach

using Gaussian process regression (GPR), which takes advantage of the temporal

information, to reduce the noise level.

Results: Over the entire image, GPR gains a 99% CNR improvement over the

raw images and also improves the quality of haemodynamic maps allowing a better

identification of edges and detailed information. At the level of individual voxel,

GPR provides a stable baseline, helps us to identify key parameters from tissue time-

concentration curves and reduces the oscillations in the curve.

Conclusion: GPR is superior to the comparable techniques used in this study.

Keywords: Perfusion Imaging, CT, Gaussian Process Regression, Noise Reduction.

1. Introduction

P
erfusion weighted images acquired using dynamic contrast studies may potentially

have an important clinical role in acute stroke diagnosis and treatment decisions.

Analysis of perfusion imaging provides quantitative measurements of haemodynamic

parameters such as cerebral blood volume (CBV) [1, 2] and mean transmit time (MTT)

[3, 4]. Sajjad (2008) [5] stated that the results of perfusion imaging analysis enable

cerebral tissue information to be displayed that can been used in the management

of acute strokes and tumors. Parameters such as CBV and time to peak (TTP) are
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important in the context of thrombolysis. Therefore, improving the precision of these

parameters may help to determine the lesion area when applying ordinal (per patient)

threshold values. In the research setting, perfusion data has often been acquired using

MRI [6, 7]. However, computed tomography (CT) imaging remains the most easily

accessible and widely available modality for acute stroke patients [1, 8].

Since X-ray radiation increases the risk of inducing cancer [9, 10], CT scanning is

constrained by a trade-off between image quality and the amount of radiation exposure

to patients. Therefore CT imaging suffers from a low contrast to noise ratio (CNR)

making post processing of the acquired images (to produce perfusion parametric maps)

problematic. The noise leads to difficulty when attempting to estimate parameters such

as cerebral blood flow (CBF), cerebral blood volume (CBV) and time to peak (TTP)

[11]. The quality of these haemodynamic maps decreases dramatically with the increase

of noise level [12]. The majority of current noise reduction approaches for CT images

are optimised for 3D (spatial only) information, including spatial decimation (weighted

mean filters, Gaussian filters [13, 14, 15]), techniques based on wavelet transforms

[16, 17, 18] and curvelet transforms [19, 20, 21]. However, perfusion imaging also contains

temporal information and attempts to use the temporal information to reduce noise have

started recently [22].

In this paper, we propose Gaussian process regression based [23, 24] approaches,

which make use of the 4D information to reduce noise. We also compare the performance

of some spatial information based approaches and our Gaussian process regression

based methods in terms of the quality of signal, CNR and the quality of the produced

haemodynamic parametric maps.

2. Methods

2.1. Gaussian Process Regression

A Gaussian process is a generalization of the Gaussian probability distribution. Whereas

a probability distribution describes random variables which are scalars or vectors, a

stochastic process governs the properties of functions. A Gaussian process is a collection

of random variables, any finite number of values that have a joint Gaussian distribution,

and is widely used to solve regression problems [24]. Gaussian process regression was

designed to be a prediction tool. It is usually used to predict the unknown dependent

variable for any given independent variables based on known but noisy observation of

the dependent and independent variables. The key idea of our method is to re-predict

all given noisy dependent variables in order to reduce the noise, the details of which will

be stated below.

A Gaussian process is specified by its mean and variance. In our algorithm, the

denoised value is considered as the expected mean value and its variance is used to

calculate the confidence interval.

In the case of CT imaging, we do not have access to the function values themselves,



CT Perfusion Imaging Denoising Using GPR 3

but only to the noisy observations:

Y = f(T ) + ε (1)

where T = {t1, t2, · · · , tn} is an input vector which is the time series in this case, f is the

function, Y = {y1, y2, · · · , yn} are noisy observation values and ε represents Gaussian

noise with variance µ2
n.

The function that measures how one observation relates to another in Gaussian

process is a covariance function k(tp, tq), where tp and tq are time series. Generally,

if tp ≈ tq, k(tp, tq) will approach its maximum, indicating f(tp) is almost perfectly

correlated with f(tq), as we expect when the function is continuous and smooth. On

the other hand, if tp is distant from tq, k(tp, tq) will be very small, indicating no linear

relationship between f(tp) and f(tq).

To estimate f∗, the expected mean value of f(t∗), for an arbitrary t∗ in equation

1, three matrices are required: K(T, T ) in Equation 2 is used to define the correlation

between independent variables; K(T∗, T ) in Equation 3 is used to measure the covariance

between observation and unknown points; K(T∗, T∗) in Equation 4 is the covariance

between unknown points:

K(T, T ) =


k(t1, t1) k(t1, t2) · · · k(t1, tn)

k(t2, t1) k(t2, t2) · · · k(t2, tn)
...

...
. . .

...

k(tn, t1) k(tn, t2) · · · k(tn, tn)

 (2)

K(T∗, T ) =
[
k(t∗, t1) k(t∗, t2) · · · k(t∗, tn)

]
(3)

K(T∗, T∗) = [k(t∗, t∗)] (4)

The two key terms for Gaussian process regression can be calculated as:

f∗ = K(T∗, T )K(T, T )−1[y1, y2, · · · , yn]transpose (5)

var(f∗) = K(T∗, T∗)−K(T∗, T )K(T, T )−1K(T∗, T )transpose (6)

where var(f∗) is its variance. Using this formula to calculate f∗ for whole time series,

we can reconstruct f(x) in Equation 1 with its variance function var(f).

2.2. Characterization of Noise in CT Images

As each voxel in CT images is acquired by adding values from a number of different

projectors together, no matter the distribution of noise produced at each detector, the

final noise in each voxel follows a normal distribution [25]. Therefore, the assumption

of Gaussian process regression holds, and the CT perfusion images can be denoised

properly using Gaussian process regression.
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2.3. Denoising Using Gaussian Process Regression (GPR)

The key rationale for using Gaussian process regression (GPR) to denoise CT images

relies on the continuity of tissue time-concentration curves (temporal information). The

first step is to obtain the time-concentration curve from a fixed voxel, which is considered

as a noisy observation, and thus build observed yi of the points on vector Y at time ti
in equation 1, where ti is a sampling time in T .

Typically the covariance functions which are used in the denoising algorithm have

parameters with the assumed form [24]:

k(tp, tq) = µ2
fexp(−

1

2l2
(tp − tq)2) + µ2

nδpq (7)

where l is the length-scale, µ2
f is termed the signal variance and µ2

n is the noise variance

(ε in Equation 1). δpq is a Kronecker delta which equals to one if p = q and equals

to zero otherwise. More details about parameters and their selection will be given in

section 3.2.
According to Equations 2, 3 and 5, for each voxel in the tissue time-concentration

curve, the Gaussian process regression filtering equation is defined as follows:

f
′
(tx) = [k(tx, t1)k(tx, t2) · · · k(tx, tn)]


k(t1, t1) k(t1, t2) · · · k(t1, tn)

k(t2, t1) k(t2, t2) · · · k(t2, tn)
...

...
. . .

...

k(tn, t1) k(tn, t2) · · · k(tn, tn)


−1 

f(t1)

f(t2)
...

f(tn)

(8)

where ti is the sampling time of the ith time point, f(ti) is the raw data and f
′
(ti) is

the denoised result for the ti time point. For each voxel, Equation 8 needs to be applied

for each time point, that is tx needs to iterate through t1 to tn, to reconstruct the tissue

time-concentration curve.

2.4. Denoising Using Multiple Observations Gaussian Process Regression (MGPR)

As a CT brain image has a low contrast-to-noise ratio but a high spatial resolution

(usually 512×512 per slice), a spatial decimating noise reduction method called multiple

observation Gaussian process regression (MGPR) is also investigated. First of all, images

are divided into many small blocks of voxels and each block is called a kernel. After

that, in a manner similar to other spatial decimating methods, in MGPR, a new tissue

time-concentration curve of the target voxel is calculated from all of the voxels in the

same kernel. These adjusted voxels within the same kernel will be treated as multiple

noisy observations in Gaussian process regression. Thus the key idea of MGPR is that

each sampling time point of any voxel has been observed multiple times instead of once.

For example, if the decimation kernel size is 2× 2, the input vector will be built as

follows:

T = {t1, t1, t1, t1, t2, t2, t2, t2, · · · , tn, tn, tn, tn} (9)

Y = {y′1, y′′1 , y′′′1 , y′′′′1 , y′2, y
′′
2 , y
′′′
2 , y

′′′′
2 , · · · , y′n, y′′n, y′′′n , y′′′′n } (10)
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where ti is still the sampling time and y′i, y
′′
i , y
′′′
i , y

′′′′
i denote four voxels in the same 2×2

kernel at time point i. The multiple observation Gaussian process regression filtering

equation is the same as Equation 8 but with input vectors four times larger than GPR.

The decimation factor can be 1× 1, 2× 2, 3× 3 or even larger. The GPR method

mentioned in section 2.3 corresponds to the case when the kernel size is 1 × 1. The

MGPR used in experiments has a decimation factor of 2 × 2 or 3 × 3. Furthermore,

MGPR uses the same covariance functions and parameters as GPR.

2.5. Patients and Imaging Acquisition

We used data from 10 patients (6 female and 4 male) with a median age of 80 years

(maximum 88 years, minimum 47 years, mean 75 years) recruited in a prospective

randomised clinical trial. All patients had a radiologically confirmed diagnosis of

ischemic stroke. The average time to imaging from onset was 2 hours and 17 minutes

(with a maximum of 5.5 and a minimum of 1.5 hours).

2.6. Other Methods In Comparison

2.6.1. TIPS Bilateral Filter Bilateral filter is a smoothing and edge preserving filter.

Mendrik et al. [22] have recently developed a bilateral filter based method called Time-

Intensity Profile Similarity (TIPS) that has been shown to produce higher quality CBF

than Gaussian, 3D bilateral or 4D bilateral filter. In their method, they also make use of

temporal information. However, TIPS only uses temporal information in the weighting

function to determine the similarity function that determines whether two voxels are

similar, but it does not utilise the continuity property.

Following the results of Mendrik’s research, the standard deviation (µd) in their

Gaussian closeness function, which determines which distance is considered close, is set

to 4; the standard deviation (µζ) in their TIPS function, which determines up to which

sum of squared difference measure the time-intensity profiles are still considered similar,

is set to 6. The kernel size we used is 5× 5.

2.6.2. Mean Filter The spatial mean filter (MEAN), consists of replacing the value

of each voxel with the mean value of its neighbours, including itself. It is a simple

and intuitive method of smoothing images. Mean filtering can reduce the variation of

intensity between adjacent voxels and thus reduce noise in images. In mean filtering,

the first step is to group voxels by their coordinates. After that, the average value in a

group will be assigned to every voxel within the group. In our experiment, the size of

each group is 3×3. Mean filter is a 3D filter and is performed time point by time point.

2.6.3. Mean & GPR Filter Since the results of GPR and MGPR have different

resolutions, it is not straightforward to compare these two methods. Therefore, a method

called MEAN & GPR is introduced. Essentially, this method is a mean filter followed

by a GPR denoising. The mean filter used in this method also has a 3× 3 kernel. Mean
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Figure 1: Length Scale Factor
This figure indicates the relationship between length scale l and CNR. Different length scales are applied to a same

dataset in order to find out how CNR changes with the length scale.

& GPR can deliver results which have the features of GPR denoising as well as the same

resolution as MGPR.

3. Results

3.1. Contrast to Noise Ratio

A quantitative parameter of effective signal to noise is contrast-to-noise ratio (CNR). It

is used to measure the noise level relative to the signal change. CNR is defined as one

value for the whole image of a scan. It is defined as the reciprocal of the coefficient of

variation [26].

CNR =
µ− e
σ

(11)

where µ is the signal mean value, e is the bias and σ is the standard deviation of the

noise. Since there is no contrast material injection in the first ten seconds of each scan,

the first few seconds of the signal are pure noise. Therefore, the standard deviation of

the first ten seconds is considered as the standard deviation of the noise. The bias, e,

is set to a baseline value, which is the trimmed mean of the intensity values of the first

ten seconds.

Furthermore, only voxels in the non-background area are used to calculate the CNR,

thus the background area, with zero intensity values, does not affect the CNR.

3.2. Covariance Function Selection

The covariance function in equation 7 is a squared exponential covariance function. The

length scale l, the signal variance µ2
f and the noise variance µ2

n are required to be set so

as to optimize the marginal likelihood. If the length scale is too short, the output will
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be very unstable, as it will be overfitted. Conversely, if the length scale is too long, the

output will be over smoothed and this will lead to inaccurate results.

The selection of the length scale l is based on Figure 1. Since the peak at l = 8

represents the turning point between over smoothing and insufficient smoothing, the

parameter l is set to 8 in order to achieve the largest CNR. The signal variance µ2
f is

optimized to 1.1 and the noise variance µ2
n is optimized to 0.5.

3.3. Total Variation

In order to measure the level of oscillation in the data, total variation is introduced.

The average total variation, V is determined as follows:

Voverall =

∑NumberofV oxels
v=1

∑time
t=2 |f(t)− f(t− 1)|

Number of Voxels
(12)

where time is the number of sampling time points, f(t) represents the intensity value

at given time interval.

A variant to Equation 12 is also introduced to measure the oscillation level in the

baseline period. As there is no injection of contrast material in the first 10 seconds in

each scan, the oscillation level in the baseline period is then calculated from the first

ten time intervals and satisfies the following equation:

Vbaseline =

∑NumberofV oxels
v=1

∑10
t=2 |f(t)− f(t− 1)|

Number of Voxels
(13)

3.4. Standard Deviation

Another method to measure the oscillation level is to use standard deviation. The

following equation is used to evaluate the overall smoothness:

SDoverall =

∑NumberofV oxels
v=1 SD(v, time)

Number of Voxels
(14)

where SD(v, time) is the standard deviation of the intensity values among all of the time

points for the vth voxel. Thus SDoverall stands for the average standard deviation of all

of the voxels (excluding background) in the brain. Another term, SDbaseline, is defined

to quantify the smoothness of the baseline period. SDbaseline is similar to SDoverall but

the SD is calculated from the first ten voxels instead of all of the time points:

SDbaseline =

∑NumberofV oxels
v=1 SD(v, 10)

Number of Voxels
(15)

where SD(v, 10) is the standard deviation of the intensity values of the first ten time

points for the vth voxel.

3.5. Gaussian Process Regression Denoising Results

Typical results of GPR noise reduction are shown in Figure 2, and quantitive results are

also available in Table 1. From this figure, it can be seen that GPR handles noise well

for all of the grey matter, white matter and arteries. In the arterial time series (Figure
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(c) White Matter

Figure 2: Results of GPR
The figures show the raw and GPR processed time series of three randomly selected voxels corresponds in an artery,
grey matter and white matter respectively. The y-axis represents the intensity value on each sampling time point.
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Table 1: Raw Vs. GPR Denoised

Raw GPR GPR / Raw

Voverall 182.2 (33) 40 (8.8) 22%

Vbaseline 44 (11) 9.6 (3.9) 22%

SDoverall 8.0 (1.1) 6.5 (1.0) 81%

SDbaseline 5.0 (1.7) 3.2 (1.3) 64%
Comparative measurements of oscillation levels using the five parameters mentioned in Sections 3.3 and 3.4. The

background area with straight zero intensity values is exclude from the calculation. The table represents the average
(with the standard deviation in brackets) value among ten subjects.

2a) where the CNR is the highest, the application of GPR can perfectly fit the expected

shape of the time-concentration curve. In the grey matter (Figure 2b) and the white

matter (Figure 2c) where the CNRs are lower than in the arteries, GPR also produces

significant improvement.

More specifically, there are three improvements when looking at the level of

individual time series.

First, the oscillations after denoising are much smaller than they are in the raw

data. The average (standard deviation) of total variation, calculated using Equation 12,

among all the ten subjects before GPR is 182 (33). The total variation falls dramatically

to 40 (8.8) with a reduction of 78% after applied GPR noise reduction. SDoverall also

drops by 19%. However, it is problematic to use Voverall and SDoverall, since there is

a increase in signal after the contrast arrival and a drop after it reaches the maximum

concentration, so that the expected values are not zero. In raw data Voverall is even

larger than the maximal expected total variation†; GPR delivers results with Voverall far

less than raw data.

Second, GPR helps in determining parameters, such as time to peak (TTP)‡, bolus

arrival time§ and Tmax (or peak height) from the output curves. As showed in Figures

2b and 2c, in the raw data, there are multiple peaks with similar peak values due to

the noise and some of them are far away from the real peak (for example, the one at 8

seconds in the white matter). Even in the artery (Figure 2a)), the oscillations can still

lead to a bias in the TTP. GPR ameliorates the situation and makes the determination

more consistent.

Third, the baseline calculated from the first few voxel values¶ can be calculated

more accurately due to the stable onset of the tissue time-concentration curve.

Quantitive measurements of the oscillations during the baseline period are the Vbaseline
and SDbaseline obtained in Equations 13 and 15. GPR decreased the Vbaseline from 44

(11) to 9.6 (3.9). Meanwhile, the SDbaseline reduces from 5.0 (1.7) to 3.2 (1.3). As the

† In an artery, the baseline is usually 20-30 and the peak is usually 70-100. The amplitude in an artery

is also the largest among all of the tissue types.
‡ The time corresponding to the maximum contrast variation.
§ The time it takes for an injected bolus of contrast material to arrive at a given region of the brain.
¶ Usually the trimmed mean value of the first five, or a few more, seconds.
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Table 2: Contrast-to-Noise Ratio

Raw TIPS GPR MEAN 3 GPR & MEAN 3 MGPR 3× 3

Subject 1 1.58 1.78 3.70 1.86 3.14 3.79

Subject 2 1.32 1.43 3.09 1.57 2.83 3.28

Subject 3 2.16 2.53 3.29 2.64 2.61 3.75

Subject 4 1.28 1.34 1.93 1.32 1.80 1.91

Subject 5 1.80 2.07 4.32 2.27 3.99 4.18

Subject 6 2.10 2.39 5.44 2.64 5.12 5.12

Subject 7 2.04 2.30 3.60 2.47 2.85 3.87

Subject 8 1.36 1.53 3.51 1.62 3.70 3.31

Subject 9 1.14 1.20 1.35 1.24 1.15 1.40

Subject 10 1.07 1.15 1.76 1.23 1.39 1.85

Comparison of the CNR of raw and denoised images for all of the ten subjects. The CNR displayed are the average
CNR of the whole brain images (black background outside the brain is excluded). Column Raw is for raw data; column
TIPS is for TIPS filter; column GPR is for Gaussian process regression; column MEAN 3 is for [3× 3] spatial weighted

mean filter; column GPR & MEAN 3 is to apply Gaussian process regression to [3× 3] spatial weighted mean filter
denoised data and column MGPR 3 × 3 is for [3× 3] MGPR.

injection of contrast material occurs after ten seconds, the signal in the first ten seconds

is expected to be constant. Thus the expected Vbaseline and SDbaseline values are both

zero. The decrease by 78% and 36% for Vbaseline and SDbaseline respectively indicates

the reduction in oscillations achieved by using GPR.

3.6. Multiple Observations Gaussian Process Regression Denoising

To evaluate the performance of spatial decimation based noise reduction methods, the

results of four methods are presented. The first is the weighted mean filter (MEAN).

The second is to add an extra GPR step after method one (MEAN & GPR). The third

is MGPR as described in section 2.4. The fourth is TIPS filter described in section 2.6.1.

Figure 3 shows how these four methods differ in their denoising efficiency in the

context of 2× 2 spatial decimation. For all of the three different tissue areas, spatially

weighted mean filter does not perform well, as it exhibits oscillations. Both MGPR

and Mean & GPR deliver smooth results for the artery data; MGPR is the best for

grey matter data, as it delivers a stable baseline, as well as retaining information about

the signal peak; in the white matter data, with the lowest CNR, MGPR still delivers a

better baseline and peak value compared with the other two methods.

In conclusion based on data from 10 subjects, spatial mean filter does not perform

as well as the other methods in this comparison. MGPR is better than MEAN &

GPR because MGPR provides a higher CNR and does not lose detailed distribution

information in the spatial mean filter step.

3.7. CNR Improvement

Tables 2 and 3 show that our basic GPR method gives a 99% higher CNR on average than

the CNR for raw data. When using spatial decimation, MEAN, to obtain higher CNR,

the approach using the spatially weighted mean filter only gives an 18% improvement for
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(b) Artery Denoised

 0

 10

 20

 30

 40

 50

 60

 70

 0  5  10  15  20  25  30  35  40

In
te

n
si

ty
 (

m
l/

1
0

0
g

/m
in

)

Time (seconds)

original 1
original 2
original 3
original 4

(c) Grey Matter Raw
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(e) White Matter Raw
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(f) White Matter Denoised

Figure 3: Comparison of Four Denoising Methods
The figures on the left show the raw data of the four (2× 2) adjacent voxels. The ones on the right show the results
processed by different denoising methods: spatially weighted MEAN filter (mean function), weighted mean filter plus
regular Gaussian process regression (MEAN + GP), MGPR (gp 2× 2) and TIPS bilateral filter (TIPS). Figures from
top to bottom are for tissue types artery, grey matter and white matter. The y-axis represents the intensity value on

each sampling time point.

3×3 spatial decimation. Furthermore, the MEAN & GPR method shows its advantages

in that it also improves the CNR by about 78%, which is much better than MEAN alone,
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Table 3: CNR Improvement

Optimized results Raw TIPS GPR MEAN 3 GPR & MEAN 3 MGPR 3× 3

Mean 1 1.11 1.99 1.18 1.78 2.02

Standard Deviation - 0.042 0.516 0.072 0.589 0.457

The average improvement of the CNR for the methods in Table 2 relative to the raw image. The CNR of each raw
image is set to 1 for normalization.

but smaller than the CNR obtained using the GPR method. The TIPS bilateral filter

method only gains 11% CNR improvement, which is much smaller than that obtained

by our GPR.

A much better solution is to use the MGPR method which more than doubles the

CNR. In our study, MGPR is always the best method, because it delivers the highest

CNR among all of the decimation methods that we investigated.

3.8. Qualitative Results

CNR is not the only criterion to measure perfusion image quality. Another very

important criterion is the quality of the paramatric maps. Figure 4 shows the result

of comparing the quality of CBF and TTP maps when using GPR. The CBF value

for each voxel was calculated using a truncated singular value decomposition (SVD)

method [27, 28] with a threshold set to 0.15 [29]. In the raw CBF map (Figure 4a),

the lesion area at the left bottom may not be clear enough to be distinguished and

the image is blurred; the TIPS bilateral filter (Figure 4b) produces less blurred images.

GPR denoising gives the best result; the lesion area can be noticed more easily and

the image is much clearer (Figure 4c). GPR denoising also demonstrates its advantage

in TTP maps; the edges and detailed information can be identified better than in raw

data and in TIPS bilateral filter denoised data, and consequently better than Gaussian,

3D bilateral or 4D bilateral filter. For the low flow areas, the white matter and lesion

area, GPR provide very good results. Spatial decimation based GPR methods (MEAN

& GPR and MGPR) provide relatively good solutions. However, in the full size CBF

images in Figure 5, results from spatial decimation based method will become a little

blurred as their resolution is reduced by a factor of 9. Compared to TIPS and MEAN

& GPR, GPR (Figure 5d) does not reduce the size of vascular features. GPR processed

CBF is also less blurred than the the maps produced by MGPR (Figure 5f).
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(a) Zoom In Area (b) Raw (c) TIPS (d) GPR (e) MEAN

& GPR

(f) MGPR

Figure 5: Full Size CBF
This figure contains full size CBF images of the selected rectangle shown in Figure 5a. parts of the full size CBF

images. Figures 5b to 5f are a 60× 100 area of full sized 512× 512 images.

Figure 6: Processing Time
Kernel 1 is an equivalent method to GPR, kernel i (i 6= 1) means method MGPR with decimating factor [i× i].

3.9. Processing Time

Figure 6 illustrates the differences in processing time between our Gaussian process

regression based methods for the entire volume. Increasing the size of the voxel block

will dramatically increase the time needed for processing. GPR only takes 11.8 seconds

and it takes more than half an hour if we use [10×10] MGPR. The real processing time

fits the expectation well:

Time(df) = Time(1)× df 2 (16)

where df is decimation factor described in section 2.4.

In comparison, the processing time for 1 × 1 MEAN and 1 × 1 GPR & MEAN is

less than 10 seconds and the processing time for TIPS is about 40 seconds.
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(b) Grey Matter
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(c) White Matter

Figure 7: MR Data Denoising Using Gaussian Process
The figures on the left represent the impact of GPR. The figures in the middle are the raw data for spatial decimation
denoising of 2× 2 kernels in different tissue types. The figures on the right are results using spatially weighted mean

filter, GPR & MEAN and MGPR. The y-axis represents the intensity value on each sampling time point.

3.10. Magnetic Resonance Imaging Data

Magnetic Resonance imaging (MRI) data has much higher CNR but a lower resolution

than CT imaging data. As shown in the left column of Figure 7, using GPR to

denoise tissue time-concentration curve gives a much smoother result than the original.

Furthermore, all three methods give reasonable baseline, peak value and TTP. In grey

matter and white matter, both MEAN & GPR and MGPR methods provide results

with less oscillations than the weighted mean filter approach.

Figure 8 illustrates an example of the improvement achieved by GPR in CBF maps.

A lesion area can be identified at the anterior cerebral artery (top left hand side of the

images) in the CBF maps delivered by GPR denoise which is not easy to spot in the raw

CBF. GPR processed CBF also provides more details in white matter and the lesion

area.
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(a) Raw

(b) GPR Denoised

Figure 8: Comparison of Raw and GPR denoised CBF for MRI
Visualisation of the GPR impact on the CBF for MRI data. Each column is a pair and all three pairs are different slices

from a same scan.

4. Conclusions

Results of GPR without spatial decimation show 99% improvement in CNR over raw

data. Our spatial decimation based GPR also shows great improvement compared with

the spatially weighed mean filter. For 3 × 3 spatial decimation, our MGPR and MEAN

& GPR achieve 102% and 78% higher CNR than raw data respectively, compared to the

18% improvement by simply using a weighted mean filter. Considering the individual

voxel, GPR denoised tissue time-concentration curve has much smaller oscillations than

raw data, which helps to distinguish parameters, such as baseline value and TTP, more

easily and with better accuracy. For haemodynamic parametric maps, our GPR methods

provide a much better solution with clearer edges and more detailed information than

other approaches. These results show that Gaussian Process Regression based methods

handle noise better than other comparable techniques used.
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