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Abstract Tasktype  Example

This paper evaluates the predictions of two existing mod- COMPARE, Was the exch_ange rate of IEP greater
els of graph comprehensiorsoz (Casner, 1990) and in 1993 than in 1992?

SJCIE (L(()jhse, 19935)'t EaCIP mo%elt\_/vas ingpletntﬂﬁnte? in CoMPARE;  Was the price of Sulphur less than the
ava and was used to make predictions about the relative ; : s
efficiency of different graphical presentations of numeri- price of of Copper in 19867

cal data for use in different tasks. These predictions were ~ READ Was the market share of Toyota in
then compared with the results of human subjects per- 1983 less than 10.0?

forming the same tasks using the same presentations. The

results of the human study do not correspond to the pre- TREND Was the e?(chang_e rate of USD
dictions of either model. In particular, while both mod- generally increasing between 1991
els predict that the tabular presentations would have the and 19977

worst results, in practice the tables actually proved to be
the best presentation type. A possible explanation for this
result is that the models capture optimal, expert perfor- Table 1: Sample task of each type
mance, while the subjects used less efficient techniques.

The rest of this paper is arranged as follows. First, the
. tasks and presentation types that were used in the sim-
Overview ulation and the human experiment are described, along

Intuitively, one way of determining the usefulness of anyWith the graph-comprehension models that were used.
presentation of data is by measuring the ease with whiciNext, the design and results of the simulation study are
tasks involving that data can be performed using that predescribed, followed by those of the experimental study.

sentation. Several studies have shown that the effectivelnen, the predicted results are compared with the actual
ness of a graph can vary from task to task—see, for eX[esultS, and an expla_natlon IS proposed_ for the d|fferen.Ces
ample, Zhang (1996). Selecting a graph to use in a parbetvveen the two. Finally, some possible future studies

ticular context therefore depends not only on the data téhat could lead to models that more accurately capture
be presented, but also on the task that the user is intendéiman performance are proposed.

to perform using that data. .

In the context of a system that aims to generate pre- Tasks, presentation types, and models
sentations automatically, one possible method of choosThis section describes the tasks and presentation types
ing among multiple presentation techniques is to simuthat were used in both the simulation and the experiment.
late the user task on each of the presentation alternativeghe tasks and the presentation types were based on those
and to choose the presentation that allows for the mog¢sed by Lohse (1993).
efficient achievement of the task.

The goal of the current study is to evaluate two ex-TaSkS

g y . . :
isting models of how users comprehend and make us@ll of_ the tasks for the simulation and the experiments
of “information graphics” (bar charts, line graphs, and consisted of answeringyes-noguestion about the data
tables). If a model does a good job of predicting hu-Presented on the graph. The task was of one of four
man performance, it could be used as part of a generatiotyP€s as follows:
system as described above. The models were evaluateSompare; Comparing adjacent values within a series
by comparing their predictions on a range of graphs and ) ) ] )
tasks to actual human performance on the same grapfsOMPARE2 Comparing values in two adjacent series

and tasks. READ Reading a single value from a series

The author acknowledges the support of the IST COMICTReND Reading a sequence of values from a series
project (ttp://www.hcrc.ed.ac.uk/comic/) during the

completion of this work. An example of each task type is given in Table 1.



Market Share (%) . Mean Mineral Prices Year-end GBP exchange rate

CAD DEM IEP NzZD usD ZAR

* 1990 4463 34.69 91.95 30.49 51.76 20.21
8 1991 46.28 35.22 93.53 28.86 53.46 19.50
70 1992 52.02 40.86 107.15 33.98 66.05 21.65
50 1993 51.09 38.93 95.40 37.82 67.63 19.90
1994 4560 41.22 98.93 41.07 63.96 18.04

% 1995 47.41 44.88 103.52 4224 64.64 17.74
40 1996 4263 37.96 98.89 41.27 58.41 12.49
30 1997 4248 33.80 87.36 35.27 60.71 12.48
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(a) Dataset 1; Bar chart (b) Dataset 2; Line graph (c) Dataset 3; Table
Figure 1: Datasets and sample presentations
Presentation types son would perform at each location. It then determines

There were three types of presentations used: bar char the time required to process the information during each
line graphs, and tables. An example of each t&/pe of pretﬁxatmn, using assumptions based on results from previ-
sentation is shown in I.:igure 1. Each presentation wadus human-factors studies. It sums the component times

. ; ' . o predict the total time it would take to answer the ques-
produced in black and white, and grid lines were addeci

. ; . ion. Using this model, a more effective graph is one that
to the bar charts and line graphs as shown in the f|gure.rfequires less predicted time to answer the question,

The data used to produce the graphics consisted o
three sets of time-series data. Each set was made up ; ;
of six data series, and each series had twelve points. Simulation study
The sample presentations in Figure 1 also show the threall of the tasks described in the preceding section were
datasets used. The first two datasets were adapted froaimulated on all of the graph types and all of the data
the examples used by Lohse (1993), while the third wasseries, using both models. This section describes the de-
created using a historical currency-exchange website. sign and results of this simulation study.

Models Simulating the models
The following two models of graph comprehension wereEach model was implemented in Java. For 8w®z
implemented for this study. model, a logical procedure was created by hand for each

. : . of the task types. Casner’s original tasks were primar-
Boz (Casner, 1990) This model begins with an ab- i jierative search tasks such Bmd the cheapest flight

stractlogical procedurethat a user would employ to per- o pittshurgh to Mexico Cityso these procedures were
form a task. The logical pr_oce_dure is then translated int(?:reated in the spirit of the original model. Each logi-

a perceptual procedutenhich is a sequence of percep- ¢\ nrocedure was then translated—also by hand—into
tual operators that can be used to accomplish the tasé perceptual procedure for each graph type. In Casner’s
using a partlc_ular presentation. For example, on a grap riginal implementation, the pre-written logical proce-
where the height of the bars encodes the cost of flightsy, res were automatically translated into perceptual pro-
the logical operatorietermine-cost might be trans- o req as part of the process of generating the graphs.
lated into the perceptual operatofad-height. Under  gjnce the purpose of the current study was to compare
certain circumstance®oz also permits steps in a per- e model s predictions on different graphs, rather than
ceptual procedure to be skipped when it is run on thg, yenerate the graphs themselves, this step was not nec-

graph. The efficiency of a perceptual procedure is as-essary here.

sessed by counting the number of search and lookup op- For the UCIE model, the sequences of high-level

e o er s e POV tha Would b et 1o perform each of e
efficient perceptual procedure to implement the task’EEaSkS on each_ of the graphs were created by har_1d in ad-
logical procedure Svance of the simulation. Exa_tmples of such movediack

' the value 1986 on the x-ax@® read the value for Cop-
UCIE (Lohse, 1993) This model predicts the sequence per at the current axis positiorA predicted time was as-
of eye fixations that will answer a question posed to asigned to each fixation at run time, based on the method
graphics display. That is, it predicts where a person dodescribed in the Lohse paper. In Lohse’s model, the
ing the task would look, and the operations that the persequence of movements was automatically determined
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Figure 2:80z Simulation results

from the question description; however, as wigbz,  from the row and column in the table that contain the
since this was not the focus of the current study, thes@bject or objects to be read; cells that are further from
hard-coded task descriptions were sufficient. the top and left margins require more operations to lo-
The implementations of the two models were used tccate them. The prediction that tables are worse than the
make predictions about every possible instantiation ofother types is also not surprising, as the focus of Casner’s
each of the tasks, on each of the graph types, using easkork was to design presentations that were better than ta-
of the data series. This made a total of 7344 observationbles; that is, tables were essentially a baseline. His sim-
for each model. For theoz model, an observation con- ulation method—particularly the mechanism by which
sisted of the predicted number of search and lookup opersteps may be skipped in a perceptual procedure—greatly
ations required to perform the task instance, whereas thpenalises operations on tabular presentations.
UCIE simulation produced a prediction of the total time

! ! UCIE The results of thesCIE simulation are shown in
required and a simulated eye trace.

Figure 3(a), while Figure 3(b) shows the simulated eye
trace for answering the questivvas the market share of
Toyota less than the market share of Chrysler in 19887
In both cases, the results were broadly similar to thoseusing a line graph.
presented in the original papers. By the nature of the TheuciE results show more variation than those of the
models, the specific results produced by each are vergoz model. In almost all cases, the table has the longest
different. Each set of data will therefore be initially dis- predicted time, particularly for GMPARE; tasks (com-
cussed individually. The results of the two models will paring adjacent values within a single data series). The
then be compared qualitatively at the end of this sectionline graph, on the other hand, has the shortest predicted
time in all cases except for@PARE (comparing val-
ues in adjacent data series). TheeEND task shows the
chart and line graph are nearly identical for each taskMOSt variation in predicted times; the ordering of the per-
graph means is the same as in the other cases, but there is

with no variation in either. Neither the similarity nor | t of lap bet h dicted ti
the lack of variation is surprising: the operators used ind 'arger amount ot overlap between the predicted times

BOZ's procedures are at such a high level that they aré1ere than for other tasks.
not sensitive to variations in graph types, datasets, or inSummary The main results of the simulation study can
dividual data items. be summarised as follows:

In all cases, the table required many more search op- o o
erations than the other two graph types, with more varia® The predictions of both models were broadly in line

tion in the individual values. The variation comes solely ~With the results presented in the original papers from
which the models were adapted.

Results

BOz The overall results of th&oz simulation are
shown in Figure Z Notice that the counts for the bar

2In Figures 2-4, the graphs should be read as follows: . .
The “boxes” represent the 25-75 percentile range; the blaci® IN @lmost all cases, the table is predicted by both mod-
line inside the box is the mean of the observations; and the €ls to be the worst presentation type.
“whiskers” represent the highest and lowest values, excluding ) o )
outliers (which are represented as dots). e Bar charts and line graphs have similar predicted re-
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sults, especially irBoz; when there is a difference, the subject then pressed the space bar again to display
the line graph is almost always better. the graphical presentation; the question remained on the
S o screen along with the presentation. The subject then an-
e UCIE shows much more variation in its predICtlonS sweredyesor noto the question by pressing the appro-
thanBoz. This is because it uses lower-level opera-priate key on the keyboard—tifeand’ keys on a stan-
tions that are more sensitive to differences between thgarg keyboard were labelled wittesandNo stickers re-
graphs. For example, in the sample eye-trace in Figspectively. As soon as the question was answered, the
ure 3(b), discriminating the mark for Toyota from the guestion and graph disappeared and the subject was then
surrounding marks will take longer than performing prompted to press the space bar to display the next trial.
the same operation on the Chrysler mark, since there 5.1, subject first answered a warm-up round of four
are more graphemes near the Toyota mark. questions, one question of each type. The warm-up ques-
) tions were the same for all subjects. Once the warm-up
Experimental study round was completed, the subjects answered the twelve
The predictions from the simulation were compared withexperimental questions, which were presented in a dif-
the results of human subjects performing the same taskerent random order for each subject. For each trial, the
using the same set of materials. This section outlines thprogram recorded the following data: the time between

design of this experiment and its results. the appearance of the graph and the subject’s response,
) ) and whether the question was answered correctly. No
Experiment design feedback was provided to the subjects on the correctness

Subjects The participants in this study were 33 post- Of their answers.
graduate students at the University of Edinburgh. All had
normal or corrected-to-normal vision. Twenty-one of the Results

subjects were native speakers of English, while 12 spokgigre 4(a) shows a graph of the response times from all
English as a second language. users on all tasks. This section discusses various aspects

Tasks Each subject answered the same twefes-no  Of these results.

guestions: one question per type on each preser_ntatiogpeedVS accuracy Figure 4(b) plots response time
type. Samples of the questions used are shown in Taggainst accuracy for all trials, for all subjects. The mean
ble 1 on the first page. The type of graph used for eachyccuracy over all of the trials was 0.94, and there was a
individual question was balanced across the subjects, sgma|| but significant negative correlation between reac-
that there were the same number of responses for eagfyn time and accuracy (-0.118®,= 0.019). In other
combination of question and graph type. words, questions that were answered incorrectly also
computers to present the questions and the graphs, as f@ly concern of a speed-accuracy trade-off.

lows. The subject was instructed to press the space bar

to display the question to be answered; the question was 2The analysis in this section was performed only on the cor-
then displayed near the top of the screen When readygct answers; the analysis on the entire set of observations pro-
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Figure 4: Results from experimental study

Graphs andtasks$ Qualitatively, for most of the tasks, this question right, whatever the presentation type. This
the table was the presentation type that permitted thguestion was especially easy to answer because the val-
fastest responses, and the line graph the slowest. Onlyes in all of the series are significantly less than 100.0,
for TREND was the pattern different: for that task, the ta- so it is not even necessary to examine the graph in any
ble was actually the slowest and the line graph the fastestletail.

An ANOVA was performed on the times of the correct In contrast, the mean response time for item 5 was
answers. On the initial data, the response times of thd6.8 seconds, with a mean accuracy of 0.54. This task
native speakers (mean11.7s) were significantly faster was particularly difficult because the value for Copper
than those of the second-language speakers (mean remains almost constant during the period in question,
13.0s). An ANOVA was therefore performed on each of and itis hard to tell with most presentations whether it is
the two groups separately. increasing or decreasing. However, with the line graph,

For both the native and the second-language speakerte accuracy on this question was 0.91—so, for this task,
the graph, dataset, and task had a significant effect on thihe line graph was actually the best alternative.
response time (ab < 0.001). However, the interaction Summary The main results of the experimental study
of interest—graphx task—was significant < 0.005) can be summarised as follows:
only for the group of native speakers. The trends were '

similar for both groups, so this lack of significance for y There were no signs of a speed-accuracy trade-off
the second-language speakers was probably due to thej, the results; the incorrect responses were generally

smaller size of that group (1&21). given more slowly than the correct ones.

Individual items The individual task instances were ) ]
generated randomly, which meant that some of the ques® The table was the presentation type tha@ permitted the
tions proved much more difficult to answer than others. fastest answers for every type of question except for
The two extremes were items 1 and 5, both of which were TREND; for this task, the line graph was the fastest.

D 2 (Fi 1(b)). . .
based on Dataset 2 (Figure 1(b)) e Some of the questions (e.g., Item 1) wermacheasier

ltem 1 Was the price of Tantalum in 1979 greater than to answer than others (e.g., Item 5).
100.0?

tem 5 Was the price of C i b Discussion
tetTveen fg?tezﬁ(rjlcleggfj?opper generally increasing e'Neither of the implemented models does a very good job

of predicting the actual data. In particular, both models

The points corresponding to these tasks are labelled iRredicted that the table would be the worst presentation

Figure 4(b). type for all tasks; however, for the human subjects, the
The mean response time on item 1 was 9.97 second&@ble was actually the fastest and most accurate presenta-

with a mean accuracy of 1.00—that eyerysubject got  tion in almost all cases. Similarly, the line graph, which
was the worst in almost all cases for the humans, was pre-

duces very similar results. dicted by both models to be the best presentation type.



Another difference between predicted and actual per- However, both of these initial models still ultimately
formance is in the actual time taken to answer the quesprovide simulations of expert performance. A more
tions, which were much longer than the times predictedaccurate and useful model would be one that incorpo-
by theuciE model. The times predicted hycie are all  rates the iterative-comprehension model of Carpenter
less than four seconds, while the mean of the actual timeand Shah (1998). This model is not as straightforward

is well over ten seconds. to implement as the two that were studied here; however,
] ideas from that work and results from the further experi-
Expert vsnovice performance ments described below can be used to update the existing

The differences summarised above between predictetilPlementations.

and actual performance ir)dicate that the processes simiyrther experiments  In the study described here, the
lated by the models are, in fact, not the same processegecific instances of the tasks were chosen randomly.
that the _subjects used. A I!kely explanation for the dif- This led to some tasks that were either extremely easy
ference is that the models simulatepertperformance—  (jtem 1) or extremely difficult (Item 5). The tasks should
that is, they predict theninimumsequence of operators pe chosen in a more systematic manner to make sure that
or fixations required to answer the questions. It is likely e “easy” and “hard” cases are covered equally well.
that the subjects did not make use of such minimal pro- ag well, some other features of the graphs could be
cedures. o varied, such as: the inclusion of more or fewer data se-
This hypothesis is supported by the work of Carpen-ries or series with more or fewer points; the use of colour
ter and Shah (1998), who describe an experiment ify the presentations; and possibly other types of presen-
which they used eye-tracking equipment to follow the tations such as pie charts or horizontal bar charts.
gaze of subjects as they performed various tasks using The subjects in this study were presented with an as-
line graphs. They found that_subjects d_|d not use Mini-sprtment of graphs in a random order, which probably
mal paths such as thecie predicted trace in Figure 3(b); contributed to the less-than-minimal strategies that they
rather, they constantly switched their gaze between d'fadopted. A possible way to obtain more expert-like, min-
ferent parts of the graph: the title, the legend, the axeSmal performance is to use familiarity within the exper-
and the pattern itself. . iment. For example, subjects could answer a number
Although the tasks used in the current study werepf questions in a row using the same presentation type,
somewhat different than those used by Carpenter angr even the same actual presentation instance. As the
Shah, itis likely that the subjects used a similar iterativepresentations become more familiar, the subjects should

technique to answer the questions. Also, in this study—converge towards the minimal strategies predicted by the
unlike the Carpenter and Shah one—a question was alsgodels.

displayed on the screen while the task was being per-
formed, which gave the subjects yet another point to look Conclusion

at. This could could explain the discrepancy between therig study compared the predictions of two existing

predicted fand ahctu?tl reﬁults. Some Sli]bjecrfs aflslo ﬁon?ﬁodels of how humans answer questions based on graph-
mented informally after the experiment that they felt theyjq,| hresentations with the results of people actually per-

had indeed been constantly looking back and forth beforming the modelled tasks. The predictions of both

tween different parts of the graph as they answered th@,;4e|s were somewhat different from the actual results.

questions. One possible explanation for this difference is that the

Next steps moc_iels were of idealis'e'd expert p_erforman'ce, while the
subjects used less efficient, iterative techniques such as

To meet the goal of a visual-comprehension model thathose described by Carpenter and Shah (1998). The next

accurately captures human performance, there are twstep in this work is to modify both the simulation models

possible sorts of modifications to the current study,and the experimental set-up in various ways that should

which can proceed in tandem. bring the predicted and actual results more in line with

On one hand, the models can be updated so that theyne another.

more accurately capture the task. On the other hand, fur-

ther experiments can be performed to get a better handle References
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