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Presenter’s Introduction:
Movies, television programs and computer game special effects have brought us incredible animated humans simulations.

Almost lifelike characters like Lara Croft in the ever-popular Tomb Raider game, or the animated weather woman on the Internet, are becoming common place.

However, the movement and speech of these characters is usually a copy of a human being in a special suits with sensors.  Or the animations are only able perform a limited number of repeated actions.

To make computer animated humans that are able to independently interact with real people in a complex and human-like way is a difficult task.  One that has not yet been mastered.

Dan Hirst reports from The Netherlands on a new project aiming at truly natural conversation between humans and computers.

------------------------

Sound effects of human interacting with voice recognition software.
DH: At the best of times conversing with computers is clumbsy ...even irritating.

But a new collaborative effort, funded by the European Commission and involving several universities and research institutions across Europe, is trying to change this.

Dr Els den Os is the project co-ordinator of the Conversational Multimodal Interaction with Computers project  or COMIC for short.


EdO: Computers in the future should react as human like as possible.  

Because now it is a bit stupid, you as a user input some information, text 

and get some answers back and that’s it mainly. In the future we want 

computers that not only react to text or mouse, but also to speech, 

gestures and facial expressions - really like a human being does.  You 

should be able to interact in a natural way.  The computers of the future 

should also be able to help you, negotiate with you and  they should be 

understanding human-like agents that will really help in your daily life.
The key to getting computers to act more like humans and respond to natural human conversation, is through a “Multimodal Interface”.

In this initial project, that means the computer must be able to make judgements based on a variety of normal human behaviours - including speech, writing and gestures - rather than a keyboard and mouse.

And the output will be a graphic of a human face on a screen providing natural sounding conversation complete with facial expressions.

Much of this technology already exists - such as speech and gesture recognition software.

But the challenge is to get them to all work together.  And to work smarter - so they understand not just what we say, but how we say it.


EdO: For example, you know as a human being, that if I hesitate, take long 
pauses or repeat myself very often, you have to react on this.  Maybe you 

say “should i repeat what I said?” or “do you understand?”.  Computers 

should do this too in the future and so for example if you start hesitating it 
should say “shall I help you?” “shall I give you suggestions?” something 

like that.  So the speech recognition part should be more natural than they 

are now.  But that goes also for pen and gesture recognisers that today 

are a 
bit strict.  They should for example be able to distinguish between 

drawing and handwriting , which sounds easy for you maybe, because you 
know it when you see it.  But for a computer to distinguish it 



automatically, it’s really difficult.

Taking into account more and more factors - like the user’s tone of voice or the intensity of gestures could give the computer even more information about the user’s state of mind. 

But for computers to accurately mimic natural human conversation and behaviour, we first need to know what natural human interaction is.
So a major part of the project is fundamental research into how actually humans behave.


Sound of subjects in the experiment...
In this laboratory at the Max-Planck Institute for Psycho-Linguistics in Nijmegen, The Netherlands, two human subjects have been given a complex negotiation task.

They have a map and have to convince each other of the best route to drive across town. Each of with different objectives along the way.

4 cameras are recording their every twitch.


Sound of subjects in the experiment...


JPdR:  She was just touching her nose and he said “Ummm”, which is an 

indication he is about to say something....
Senior Researcher Dr Jan-Peter de Ruiter  is analysing the interaction.


JPdR: I’m looking first of all for what they say, what they do, how they do 
the negotiation which is the most important part, what they actually say. 

But almost as important is “Non-verbal behaviour” - things like how often 

they look at each other... avoid each others eyes... move forward... raise 

their eyebrows... clean their glasses... you know all the things politicians 

do when they deliver speeches.  So everything a part from what they say. 

And how this changes their communication.


DH.  So you have all this data of people playing these games and and 

doing these negotiations.  To what detail do you analyse the data?


JPdR:  We basically analyse everything we can see.  Everything it is 


humanly possible to code.  Things like smiles, facial movements, brows 

up if you don’t understand.  We try to code everything and do some 


massive analysis and see if we find patterns of human behaviour that look 

natural.


DH: So how will that translate into a computer simulation of a human 

being?


JPdR: The computer model will never be perfect, but it is possible to put in 
certain rules.  Like, if you don’t understand raise your eyebrows... but 

don’t do it every time, because it looks silly.  Blink every now and again.  

We can tell the computer anything, but the point is we need know to what 

to tell it.  When to look, when not to look.. .blink, when to nod, to say “Ha 

Ha”...what it does with it’s face... when to pause... when to say um and 

ah as I just did.  These are all things we can statistically score and 


translate into procedures that are fed  into a computer.  Which will 


hopefully result in a computer that displays natural behaviour. At least 

behaviour that we experience as natural.


Dh: Why would want to do that? Why does and computer need to act 

naturally?


JPdR: The optimistic idea behind natural interaction is that people feel 

more at ease.  And people are able to do what they always do with 


humans.  They don’t have to adapt to the computer, the computer adapts 

to them.  It is plausible but very hard to realise, this is what we are 


working on.


DH What are some of the most difficult things to teach a computer to do, 

in having a conversation with a human?


JPdR: What many people don’t realise while having conversations is that 

humans are very good at ‘turn taking’. We take turns literally at speaking.  

The most amazing thing that people can do is predict when the other 

person will stop speaking.   And computers are notoriously bad at that 

because the only way they can find out if they can say something is if 

several seconds of silence pass.  Which makes the interaction very 


unnatural and clumsy.  So...what I am trying to do with all this data is 

work out how a computer could predict when a person is finished speaking 
so it can say “Ha Ha” or answer the question or interrupt and remain polite 
at the same time.
The COMIC project is one of the first steps toward what is known as “ambient intelligence”.  A buzz word that has major technology companies in a tizz.

Put simply ambient intelligence is technology built into our surroundings, that can make decisions on how to react by observing everyday situations, without getting direct input from the user.  Dr Els den Os.


EdO: Let’s say 2010, some people think there will be no keyboard or 

mouse anymore.  You react to your computer with speech, pens and hand 

gestures.  Computers will know where you are, and what you want and 

what emotional state you’re in by various sensors - of your heart beat and 
skin pressure and things like that.  And they will react to you accordingly, 

so for example if you are aroused and angry, the computer will stop and be 
quiet, for fear it gets hurt....Ha Ha.  But also if you are quiet and sitting in 

your room and there is no reason for the computer to think you are 


aroused, it might say “do you want me to put on some music?” or “what 

kind of music would you like?”.  This is just an example for use in the 

home. We are not yet there but we are getting there.
________________
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