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1 Introduction

This report described the experiments with multimodal output undertaken in the COMIC project to
date. The emphasis of the report is on English surface realization and its connection with speech syn-
thesis, as these are the two aspects of multimodal output that have not been examined in other deliv-
erables. In particular, we show how a corpus of training examples can be used to guide decision mak-
ing in our hybrid symbolic-statistical surface realizer, and how the resulting realizations—annotated
with prosodic output—positively affect the perceived quality of synthesized speech produced from
these realizations.

The report is organized as follows. In section2, we briefly review the related experiments on multi-
modal output in COMIC. In section3, we report on unpublished work showing how n-grams derived
from a corpus of target examples can be used to guide anytime chart realization. In section4, we
report the results of a perception experiment to appear in Rocha’s forthcoming MSc thesis [15],
showing that preferred realizations, when synthesized, are perceived as better than baseline ones.
Finally, in section5, we conclude with a discussion of future directions.

2 Related Experiments

2.1 Face

Deliverable 1.3 examines the usability of the Year 2 version of the COMIC system, and includes the
results of an experiment comparing the impact of facial expressions on the conversational interaction
in Phase 3. In this study, we found that the thinking expression displayed at the end of the user’s turn
helped to convey that the system was busy processing input, and that the subsequent nods, smiles or
confused expressions provided an early visual indication of the system’s success in processing user
input, thereby mitigating the system’s perceived sluggishness in responding verbally. However, we
also found that the facial expressions face had a negative impact on task success and ease; this may
have been because the expressive face to some extent distracted subjects from the task of examining
the different tiling possibilities—in comparison to a version of the face with the expressions turned
off—without improving the interaction enough to compensate for the distraction. Finally, while
the user comments indicated a trend towards finding the expressive face more natural, we found no
significant difference in general liking or overall satisfaction. This could be because the positive and
negative effects of the expressive face cancelled each other out, and/or that any effect of the face
condition was swamped by the overall clumsiness of the multimodal interaction in this preliminary
version of the system.

2.2 Gestures

Deliverable 6.5 describes a study designed to compare user evaluations of the mouse-pointer gestures
planned by two versions of the T24 fission module, one using rule-based gestures, and the other
stochastically generated gestures based on data from an earlier corpus study. The experiment showed
that subjects were generally able to tell the difference between the gestures planned by the two
modules, and largely preferred those generated by the rule-based module to those from the stochastic
module. The main reasons subjects gave for their preferences were that the rule-based versions were
better synchronised with the speech, and that there were always gestures at the thumbnails during
the second half of the description. Closer inspection of the stochastic versions revealed that while
these were sometimes perceived as more natural, there were several problematic aspects to them that
could perhaps be improved by making the stochastic decisions in a coordinated way, rather than all
independently. In the next version of the fission module, we will therefore experiment with making
some choices in a rule-based way, for consistency, while deferring others to the surface realizer,
taking advantage of the planned extensions to its n-gram scoring mechanism in order to make any
remaining gesture choices in a coordinated, example-based fashion.
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2.3 Voice

At MPI Nijmegen, Aoju Chen is currently investigating how pitch accent type influences the in-
terpretation of information status. The results of this study will be appropriate for publication in
international journals such asSpeech Communication. A brief description of the motivation, hy-
potheses and method of her experiment follows.

It is well established that in languages such as English, placement of pitch accent (i.e. accentua-
tion vs. deaccentuation) is of great importance in the interpretation of information status. An ill-
understood area is the role of pitch accent type in this respect. According to discourse-oriented
models of intonational meaning in British English, given information can also be signalled by ac-
centuation, just like new information; crucial is the choice of pitch accent. That is, some pitch
accents would seem to connote the notion of ‘new’ information (hereafter ‘new’ accents), whereas
other pitch accents the notion of ‘given’ information (hereafter ‘given’ accents). Taking these models
as a starting point, this study will examine the interpretation of information status under conditions
where the word in question is said with different pitch accents in British English.

On the basis that accentuation tends to mark a discourse entity as new and deaccentuation as given
in a discourse, we arrive at the following hypotheses:

Hypothesis 1 The postulated ‘new’ accents will lead listeners to interpret the discourse entity at
issue as previously unmentioned but the postulated ‘given’ accents will, like deaccentuation,
lead listeners to interpret the discourse entity as previously mentioned.

Hypothesis 2 : These biases in listeners’ interpretation mentioned in Hypothesis 1 will be intensi-
fied when the discourse entity in question is said with intensified ‘new’ accents and intensified
‘given’ accents.

The hypotheses will be tested by means of the eye-tracking paradigm. In the experiment, subjects
will follow instructions (e.g.Put the candle/candy below the triangle; now put the candle above the
square) recorded in a human voice as well as synthesized in the Festival system, and move objects
displayed on a computer screen by the help of computer mouse. Subjects’ eye fixations on pictured
entities will be monitored while they are performing the task. In each trial, two of the objects will
share the same stressed syllable (e.g.candlevs.candy) such that the target noun (i.e.candle) in the
second part of the instruction is temporarily ambiguous during the first syllable and both the target
noun and the competitor (i.e.candy) are potential referents at that stage. The target word in the
second part of the instruction will be realised with two ‘new’ accents and two ‘given’ accents as well
as without accent. It is predicted that the effect of pitch accent type will be reflected in the proportion
of fixations to the competitor, and that this bias in listeners’ eye fixation patterns will be intensified
when the target word is said with the intensified accent.

3 Using N-grams to Guide Anytime Chart Realization

3.1 Overview

For English output, we have been developing a new general purpose, open source surface realizer,
OpenCCG,1 based on Combinatory Categorial Grammar. The T24 system marks the first occasion
in which the new realizer is used in COMIC.

Using a state-of-the-art grammar formalism such as CCG in surface realization makes it possible
to achieve more natural and varied output than is possible with simpler methods—which, unless
carefully crafted, tend to be either repetitive or ungrammatical—but poses significant challenges for
both efficiency and knowledge acquisition. In particular, the naı̈ve chart realization algorithm at the
core of our approach is exponential in worst-case complexity, so various techniques for reducing
the search space are needed for it to be reasonably efficient in practice; at the same time, the more
flexible the realizer becomes in its output potential, the greater the knowledge acquisition burden
typically becomes for acquiring rules to choose forms appropriate to the context.

1http://openccg.sourceforge.net/
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To help address both of these challenges, we have been investigating novel techniques for instance-
based scoring of alternative (partial) realizations. Generally speaking, instance-based generation
involves a memory-based approach to making generation decisions, where a set of target instances
of outputs that are known to be good are compared against the alternatives under consideration by the
generator. In instance-based realization, the instance base may be consulted to help choose among
different possible word orders, syntactic constructions, or even among alternative lexical realizations
of the input predicates—and their potential combinations. The instance-based approach alleviates
the knowledge acquisition burden by reducing the need to acquire explicit rules to make such re-
alization decisions, which may involve subtle interactions that are difficult to model. However, in
order to be effective, care must be taken to establish an appropriate instance base, and methods must
be found to generalize from the specific targets in the instance base (whose semantics rarely match
the current input exactly).

To make the realizer fast enough for use in COMIC, we have been investigating a combination of
novel techniques, including: (i) using rules to chunk the input logical form into sub-problems to be
solved independently prior to further combination; (ii) pruning edges from the chart (with equivalent
categories) based on the n-gram score of the (partial) string; and (iii) formulating the search as an
anytime algorithm that can return the best available realization (according to its n-gram score) at the
end of a fixed time period. Together, these techniques succeed in making the realizer fast enough for
the T24 system; without them, it would be quite sluggish on average, and way too slow on the more
difficult cases.

A specific technical challenge for T24 has been to implement a grammar and lexicon that covers
the desired range of outputs, including the specifications of such prosodic elements as pitch accents,
boundary tones and phrase breaks, as well as the desired links between words and both deictic
gestures and face commands. The prosodic elements in the output are chosen to realise elements of
information structure in the input, subject to the constraints imposed by the grammar on the mapping
between information structure and prosody, following CCG theory. The n-gram scoring mechanism
has also been adapted to handle the prosodic elements in the outputs, so that rule- and data-driven
techniques may be combined in making the specific prosodic choices in the best available realization.

The output of the realizer is a simplified subset of APML (Affective Presentation Markup Language)
[7], containing elements for pitch accents and boundary tones, plus labelled spans corresponding to
the marked nodes in the input logical form (LF). The output can be trivially converted to APML by
the synthesiser module, for input to Festival. Festival currently accepts prosodic specifications in
APML with its diphone voices, and work is in progress on APML-enabling unit selection voices.

For details of the algorithm and a case study comparing the various efficiency methods, see [18, 19].
In the rest of this section, we present unpublished experiments showing how the amount of training
data and n-gram order affect accuracy and realization times.

3.2 CCG Chart Realization

A high-level description of the chart realization algorithm follows.

The input to the algorithm is a logical form (LF), together with a function that computes n-gram
scores of possible realizations. Note that n-gram scoring is integrated into the realizer’s search
algorithm, rather than being used in a post-process to rank alternative realizations, as has been more
typically the case.

In the first phase of the algorithm, for each elementary predication in the input LF, lexical entries
indexed by the predicate are accessed and instantiated, and the resulting edges are added to the (ini-
tially empty) agenda; also, based on this set of instantiated edges, potentially relevant semantically
null entries are identified. In the second, main phase of the algorithm, edges are successively moved
from the agenda to the chart and combined—using all applicable combinatory rules—with the edges
already on the chart (or with the potentially relevant semantically null edges), with any resulting new
edges added to the agenda, until no more combinations are possible and the agenda becomes empty,
or until the time limit for the anytime search is exceeded.2

2In addition to the overall time limit, the implementation also supports anew besttime limit, which caps the amount of
time spent looking for a better scoring realization than the first complete one.
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Table 1Test suite sizes.

LF/target Unique up
pairs to SC Mean Min Max Mean Min Max

COMIC 549 219 13.1 6 34 8.4 2 20
Worldcup 276 138 9.2 4 18 6.8 3 13

Input nodesLength

The basic algorithm can be straightforwardly adapted to perform best-first anytime search, by simply
treating the agenda as a priority queue sorted by n-gram scores. Since the search method is indepen-
dent of how edges are combined via CCG’s combinatory rules, we expect it to be applicable to chart
realization algorithms for other grammatical frameworks as well.

The n-gram scores may also be used in n-best edge pruning, which limits the number of edges in the
chart that can have equivalent categories (but different strings), removing the edge whose string has
the lowest n-gram score when the n-best limit is exceeded. In addition to anytime search and n-best
edge pruning, the OpenCCG implementation also employs four other efficiency methods—index
filtering, LF chunking, feature-based licensing and instantiation of edges, and caching of category
combinations—the first two of which are essential for adequate performance [18, 19].

3.3 Case Study

To assess the extent to which n-gram scoring can guide the anytime chart realization algorithm
towards preferred realizations and reduce realization times, we measured the realizer’s accuracy and
speed, under a variety of configurations, on test suites for two small but linguistically rich grammars:

COMIC The COMIC grammar partially implements Steedman’s [16] theory of information struc-
ture and prosody in CCG, and the core of the grammar is shared with the one deployed in the
FLIGHTS system [12]. As shown in Table1, the test suite contains 549 unique pairs of logical
forms and target sentences, out of which 219 are unique after replacing certain words with seman-
tic classes (e.g., replacingArmonieby SERIES). The test suite was derived by running the system
through a range of simulated dialogues; deduplicating the generated logical forms; realizing the
logical forms using a language model derived from a smaller regression test suite for the grammar;
and manually correcting the resulting realizations to obtain the desired target sentences. The target
sentences average 13.1 words in length, with a minimum of 6 and a maximum of 34 words. In
these sentences, pitch accents such as H* and L+H* are considered integral parts of words, whereas
boundary tones such as LH% and LL% are treated as separate words, like punctuation marks. The
input logical forms range from 2 to 20 nodes and have 8.4 nodes on average.3 An example sen-
tence isonceagain L+H* LH% there are floral H* motifs H* LH% and geometricH* shapesH*
on the decorativeH* tiles LL% , but L hereL+H* LH% the colours are offwhite H* LH% and
dark red H* LL% .

Worldcup The worldcup grammar is from a linguistic study of extraction and coordination, and
covers heavy NP shift, non-peripheral extraction, parasitic gaps, particle shift, relativization, right
node raising, topicalization, and argument cluster coordination. The test suite contains five additional
invented variants for each of the 46 pre-existing phrases discussed in [3], for a total of 276 unique
pairs of logical forms and target phrases, half of which are unique after semantic class replacement.
The phrases average 9.2 words in length, and vary from a minimum of 4 words to a maximum of
18 words. The number of nodes in the input logical forms averages 6.8, and ranges from 3 to 13.
Example phrases includegame that John watched without enjoyingandJohn knew that Brazil would
defeat and Bill predicted that China would tie with Turkey.

While these two grammars use unification in the usual way to handle phenomena such as person,
number and case agreement, they have both been allowed to overgenerate to varying extents, in
order to streamline grammar development. In particular, neither grammar sufficiently constrains
modifier order, which in the case of adverb placement especially can lead to a large number of
possible orderings. Additionally, the COMIC grammar allows for a one to many mapping from

3The number of nodes essentially corresponds to the number of content words.
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Table 2 Accuracy measures and realization times (in ms.) for different n-gram scoring methods,
with the COMIC test suite and 3-best pruning.

Exact Score Mean (±σ) Max Mean (±σ) Max Mean (±σ) Max
Baseline 1 241/549 0.75 459 (±323) 1564 459 (±323) 1564 483 (±328) 1575
Baseline 2 41/549 0.38 371 (±239) 1490 371 (±239) 1490 479 (±321) 1560

Topline 549/549 1 148 (±90) 749 150 (±92) 749 517 (±353) 1743
N6/cv25 548/549 0.99 196 (±134) 995 196 (±134) 995 532 (±381) 1782

WB6/cv25 548/549 0.99 251 (±177) 1360 251 (±177) 1360 530 (±379) 1768
MLE6/cv25 503/549 0.97 201 (±178) 1387 201 (±178) 1387 533 (±378) 1778
Azul6/cv25 539/549 0.99 174 (±110) 761 177 (±113) 761 558 (±410) 1960

Time 'til First Time 'til Best Time 'til All

themes or rhemes to boundary tones, yielding many variants that differ only in boundary tone type
or placement. This flexibility makes it possible to handle discontinuous themes or rhemes, but it
does so at the expense of making the grammar considerably more challenging for the realizer to
process efficiently.

Using these two test suites, we timed how long it took on a 2.2 GHz Linux PC to realize each logical
form under each realizer configuration.4 To measure accuracy, we counted the number of times the
best scoring realization exactly matched the target, and also computed a modified version5 of the
Bleu n-gram precision metric [13] employed in machine translation evaluation, using 1- to 4-grams,
with the longer n-grams given more weight.

To rank candidate realizations, we used n-gram backoff models of orders 2 through 6, with semantic
class replacement, created using the SRI language modeling toolkit [17] in a cross-validation setup.
Note that since the test suite was derived from the output of the generator, it contains many more
repeated phrases than one finds in a corpus of human dialogues, and thus data sparsity is not as
large an issue as it is in speech recognition. We compared three different discounting methods:
Ristad’s natural (code: N) discounting law [14]; Witten-Bell (code: WB) discounting [20]; and no
discounting (maximum likelihood estimation, code: MLE).6 We also tried using our modified Bleu
score (code: Azul), computing n-gram precision against all training examples. All of the n-gram
scorers included ana/an-filter, which assigns a score of zero to sequences containinga followed by
a vowel, oran followed by a consonant.

To gauge how the amount of training data affects performance, we ran a series of cross-validation
tests, with 25 as the maximum number of folds. Since performance turned out to be already quite
good with 2-fold cross validation, we also included a number of 1.x-fold tests, where the second fold
is 0.x as large as the first, and both folds use the same amount of training data. For example, with
1.5-fold cross-validation, the first fold contains two-thirds of the data as test cases, while the second
fold (half as big) has the remaining one-third of the data as test cases, and both folds use one-third
of the data for training.

Finally, we compared the realization results using the n-gram scorers described above with two
baselines and one topline (oracle method). The first baseline assigns all strings a uniform score
of zero, and adds new edges to the end of the agenda, corresponding to breadth-first search. The
second baseline uses the same scorer, but adds new edges at the front of the agenda, corresponding
to depth-first search. The topline uses the modified Bleu score, computing n-gram precision against
just the target string, a technique which we have found to be very useful for regression testing the
grammar; clearly though, the topline represents an unrealistic scenario for applications, since if we
already knew the target string, there would be no point in generating it.

3.4 Results and Discussion

Tables2 and3 show the accuracy measures and realization times for the COMIC and Worldcup test
suites, respectively, for the 25-fold cross-validation case, where the scoring methods used n-grams

4Running the tests under different Linux and Windows Java virtual machines did not appear to change the relative timings.
5Our version did not include the bells and whistles intended to make cheating the Bleu metric more difficult. Also, the

individual n-gram scores were combined using rank-order centroid weights, rather than the geometric mean, so as to avoid
problems with precision scores of zero, when used with short phrases.

6We used an open vocabulary and no min counts. In earlier tests, we found that the default method—Good-Turing—
generated a large number of warnings due to the small size of the data set, so we did not include this method here.

Public 5/13



24 September 2004 D7.4

Table 3 Accuracy measures and realization times (in ms.) for different n-gram scoring methods,
with the Worldcup test suite and 3-best pruning.

Exact Score Mean (±σ) Max Mean (±σ) Max Mean (±σ) Max
Baseline 1 86/276 0.6 152 (±182) 1222 152 (±182) 1222 175 (±216) 1342
Baseline 2 70/276 0.54 115 (±144) 889 115 (±144) 889 177 (±218) 1353

Topline 276/276 1 49 (±34) 181 50 (±34) 181 187 (±234) 1469
N6/cv25 252/276 0.94 87 (±61) 371 87 (±61) 371 195 (±249) 1594

WB6/cv25 254/276 0.94 100 (±89) 724 100 (±89) 724 195 (±249) 1590
MLE6/cv25 256/276 0.94 79 (±52) 275 79 (±52) 275 195 (±249) 1595
Azul6/cv25 260/276 0.96 68 (±57) 322 71 (±58) 322 203 (±260) 1669

Time 'til AllTime 'til First Time 'til Best

of order 6. The realizer was configured to run with all efficiency methods turned on, including an
n-best pruning limit of 3 edges per equivalent category, since 3 was the smallest value that allowed
the topline method to achieve perfect accuracy. All test cases were allowed to run to completion, so
that we could compare the times until the first and/or best realization was found to the times until all
realizations were found.

The best performing n-gram model overall used Ristad’s natural discounting. With both test suites,
the N6 scorer achieved much higher accuracy than either baseline. With the COMIC test suite,
the N6 scorer succeeded in ranking the target realization as the best one in all but one case—there
is alsoH* artwork on the decorative tiles LL%—where it mistakenly preferredalso H* fronted,
due to the trigramthere is alsoH* appearing in just this example. With the Worldcup test suite,
the N6 scorer did less well in ranking the target realization best, achieving exact matches in only
252 out of 276 cases. However, with the exception of a couple of topicalization choices,7 the 24
mismatches appear to represent cases of acceptable free variation—e.g., differences involving the
optional complementizerthat, or alternative but acceptable placements of certain adverbs. Moreover,
the rankings succeeded in avoiding many dispreferred variants allowed by the mildly overgenerating
grammar, such as*easily Brazil defeated Germany, *Marcos picked up it, and?Brazil easily defeated
the team that China beat yesterdayinstead of the targetBrazil easily defeated yesterday the team that
China beat(with yesterdaymodifyingdefeated).

While the WB6, MLE6 and Azul6 models achieved comparable accuracy with the Worldcup test
suite, the MLE6 and Azul6 methods fared somewhat worse on the COMIC test suite. Since the
MLE6 model uses no smoothing, it cannot back off to lower order n-grams when it encounters
unseen sequences, which still occur even with 25 cross-validation folds; consequently, possible real-
izations receive probability scores of zero in such cases, as in the baseline models, with no remaining
capacity to recognize dispreferred variants. With the Azul6 method, the n-gram precision weighting
scheme gives such a strong preference to the longer observed n-grams that adverbs such asalso, with
medial position preferred, can get pushed to the side (i.e., initial or final position) when the medial
realization involves an unseen n-gram sequence.

In regard to realization times, the N6 scorer yielded realization times that were better than WB6,
most likely because it reserves less probability mass for unseen events. The N6 scorer’s realization
times were also considerably better than either baseline. For example, with the COMIC test suite, the
N6 scorer found the first complete realization in 196 ms. on average, more than 2.5 times faster than
the first baseline. What was somewhat surprising to observe was that the best scoring realizations
nearly always appeared first, or soon after. With the N6 scorer, the first complete realization turned
out to also be the best scoring one in all cases with the COMIC test suite, and in all but 8 cases
with the Worldcup test suite, with a neglible effect on the average time. In contrast, the average time
until all realizations were found was much higher, with greater variance, and with many cases taking
more than a second. In the context of this comparison, it is important to note that with higher n-best
pruning values, the differences become more dramatic. For example, with 5-best pruning and the
COMIC test suite, the maximum time to find all realizations goes up to 2.5 seconds, while the times
to find the first or best realizations remain essentially the same.

Turning now to how the amount of training data affects performance, Figure1 shows that the times
until the first complete realization is found decrease as the number of folds increases, for all four

7With the Worldcup grammar, topicalization has no semantic reflex in the logical form; in contrast, with the COMIC
grammar, topicalization choices in the realizer are determined by a feature in the input logical form, rather than being left for
the n-grams to try to decide.
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Figure 1 Mean time (in ms.) until first realization is found using different n-gram scoring methods
and n-grams of order 6, for cross-validation tests with increasing numbers of folds.

Folds Baseline 1 Baseline 2 N6 WB6 MLE6 Azul6 Topline
1.04 459.464 370.889 460.228 467.228 409.77 226.49 147.818
1.1 459.464 370.889 372.869 408.399 381.222 193.574 147.818
1.2 459.464 370.889 308.131 350.566 321.942 184.883 147.818

1.33 459.464 370.889 275.559 327.505 281.965 179.761 147.818
1.5 459.464 370.889 262.124 315.288 265.293 180.867 147.818

2 459.464 370.889 221.709 280.834 230.772 175.297 147.818
3 459.464 370.889 212.674 269.878 215.426 172.925 147.818
5 459.464 370.889 201.568 261.781 203.195 172.503 147.818

10 459.464 370.889 198.929 257.275 204.386 173.007 147.818
25 459.464 370.889 196.361 250.523 200.995 174.22 147.818
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Folds Baseline 1 Baseline 2 N6 WB6 MLE6 Azul6 Topline
1.04 151.819 115.243 160.38 162.228 129.928 84.96 49.127
1.1 151.819 115.243 154.71 153.761 134.931 72.786 49.127
1.2 151.819 115.243 131.674 137.011 114.319 69.264 49.127

1.33 151.819 115.243 119.815 131.076 113.957 67.355 49.127
1.5 151.819 115.243 121.083 131.728 112.065 65.489 49.127

2 151.819 115.243 97.54 112.591 92.293 66.75 49.127
3 151.819 115.243 93.493 108.217 86.156 68.141 49.127
5 151.819 115.243 90.627 105.286 82.399 67.674 49.127

10 151.819 115.243 88.928 103.373 81.344 67.877 49.127
25 151.819 115.243 87.293 100.149 79.181 67.634 49.127
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Figure 2 Mean time (in ms.) until first realization is found using n-grams of different orders and
Ristad’s natural discounting, for cross-validation tests with increasing numbers of folds.

Folds Baseline 1 Baseline 2 N2 N3 N4 N5 N6 Topline
1.04 459.464 370.889 460.454 450.548 450.843 458.592 460.228 147.818
1.1 459.464 370.889 406.743 365.058 360.705 370.678 372.869 147.818
1.2 459.464 370.889 366.007 305.226 306.098 314.825 308.131 147.818

1.33 459.464 370.889 349.035 279.426 266.956 274.539 275.559 147.818
1.5 459.464 370.889 342.078 272.148 256.851 260.654 262.124 147.818

2 459.464 370.889 320.536 238.563 217.597 222.8 221.709 147.818
3 459.464 370.889 311.634 234.106 210.492 211.816 212.674 147.818
5 459.464 370.889 307.725 225.306 202.372 203.661 201.568 147.818

10 459.464 370.889 302.233 223.579 199.632 200.148 198.929 147.818
25 459.464 370.889 302.286 220.612 197.918 199.415 196.361 147.818
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Folds Baseline 1 Baseline 2 N2 N3 N4 N5 N6 Topline
1.04 151.819 115.243 159.754 156.134 158.022 160.493 160.38 49.127
1.1 151.819 115.243 158.638 152.946 154.062 155.007 154.71 49.127
1.2 151.819 115.243 145.496 130.123 131.138 130.167 131.674 49.127

1.33 151.819 115.243 138.312 119.837 119.029 119.754 119.815 49.127
1.5 151.819 115.243 136.243 121.29 120.185 120.757 121.083 49.127

2 151.819 115.243 128.822 102.221 98.844 97.772 97.54 49.127
3 151.819 115.243 124.475 97.652 92.931 92.373 93.493 49.127
5 151.819 115.243 122.656 94.051 90.649 89.957 90.627 49.127

10 151.819 115.243 125.087 92.471 88.446 87.96 88.928 49.127
25 151.819 115.243 121.076 92.623 88.043 86.149 87.293 49.127
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n-gram scorers, with a relatively smooth progression from the first baseline towards the topline. Not
surprisingly, the n-gram precision scorer (Azul6) shows less sensitivity to the amount of training
data, but as discussed above, this method fares slightly worse on accuracy than the scorers using
natural and Witten-Bell discounting.

To examine the effect of different n-gram orders, Figures2-4 show, for Ristad’s natural discounting
method, how realization times decrease and accuracy increases when longer n-grams are employed.
Figure2 shows that trigrams offer a substantial speedup over bigrams, while n-grams of orders 4-6
offer a small further improvement. Figures3 and4 show that with the COMIC test suite, all n-gram
orders work well, while with the Worldcup test suite, n-grams of orders 3-6 offer some improvement
over bigrams.

A final question concerns the correlation between perplexity and realizer performance. Table4
shows, for the two test suites, the Pearson correlation coefficients between perplexity and the number
of exact matches, and between perplexity and the times until the first complete realization is found.
As might be expected, perplexity correlates reasonably well with both measures when the MLE pairs
are excluded, since the MLE perplexities are artificially low due to cases involving zero probabilities.
Whether perplexity correlates well enough to predict whether one n-gram scorer will yield better
realizer performance than another, however, needs further investigation.

3.5 Related and Future Work

Our work on using n-gram scoring to select preferred realizations follows the line of research pio-
neered by Knight and Hatzivassiloglou [9], and further investigated in e.g. [10, 4, 11]. It differs from
this work, however, in its use of state-of-the-art grammars and semantics, with only mild overgen-
eration; though small and manually crafted, the current grammars have proved to be adequate for
use in the COMIC and FLIGHTS dialogue systems, which operate in limited domains. In contrast,
most of the work following [9] has employed wide coverage but massively overgenerating gram-
mars. Consequently, these prior approaches have been unable to achieve very high quality, which is
more important in dialogue systems than wide coverage.

Another difference is that our approach currently leaves very little lexical choice to the realizer. In

Public 7/13



24 September 2004 D7.4

Figure 3 Number of realizations exactly matching target using n-grams of different orders and Ris-
tad’s natural discounting, for cross-validation tests with increasing numbers of folds.

Folds Baseline 1 Baseline 2 N2 N3 N4 N5 N6 Topline
1.04 241 41 524 512 513 513 513 549
1.1 241 41 493 477 469 469 469 549
1.2 241 41 542 542 542 542 542 549

1.33 241 41 538 541 541 541 541 549
1.5 241 41 548 542 542 542 542 549

2 241 41 549 547 547 547 547 549
3 241 41 549 548 548 548 548 549
5 241 41 549 548 548 548 548 549

10 241 41 549 548 548 548 548 549
25 241 41 549 548 548 548 548 549
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Folds Baseline 1 Baseline 2 N2 N3 N4 N5 N6 Topline
1.04 86 70 112 114 114 114 114 276
1.1 86 70 148 156 154 157 157 276
1.2 86 70 177 173 174 180 177 276

1.33 86 70 187 198 199 203 201 276
1.5 86 70 200 210 211 211 213 276

2 86 70 210 227 225 231 232 276
3 86 70 221 239 238 242 245 276
5 86 70 222 245 241 244 247 276

10 86 70 224 242 235 246 246 276
25 86 70 228 248 238 250 252 276
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Figure 4 Modified BLEU scores using n-grams of different orders and Ristad’s natural discounting,
for cross-validation tests with increasing numbers of folds.

Folds Baseline 1 Baseline 2 N2 N3 N4 N5 N6 Topline
1.04 0.754 0.379 0.974 0.963 0.963 0.963 0.963 1
1.1 0.754 0.379 0.967 0.953 0.942 0.942 0.942 1
1.2 0.754 0.379 0.996 0.996 0.996 0.996 0.996 1

1.33 0.754 0.379 0.992 0.995 0.995 0.995 0.995 1
1.5 0.754 0.379 1 0.996 0.996 0.996 0.996 1

2 0.754 0.379 1 0.999 0.999 0.999 0.999 1
3 0.754 0.379 1 0.999 0.999 0.999 0.999 1
5 0.754 0.379 1 0.999 0.999 0.999 0.999 1

10 0.754 0.379 1 0.999 0.999 0.999 0.999 1
25 0.754 0.379 1 0.999 0.999 0.999 0.999 1
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Folds Baseline 1 Baseline 2 N2 N3 N4 N5 N6 Topline
1.04 0.6 0.538 0.646 0.658 0.656 0.656 0.656 1
1.1 0.6 0.538 0.766 0.767 0.764 0.768 0.768 1
1.2 0.6 0.538 0.806 0.794 0.8 0.804 0.803 1

1.33 0.6 0.538 0.833 0.849 0.852 0.859 0.856 1
1.5 0.6 0.538 0.87 0.877 0.873 0.873 0.877 1

2 0.6 0.538 0.875 0.888 0.886 0.894 0.895 1
3 0.6 0.538 0.901 0.923 0.92 0.924 0.924 1
5 0.6 0.538 0.9 0.93 0.925 0.927 0.931 1

10 0.6 0.538 0.905 0.93 0.915 0.928 0.922 1
25 0.6 0.538 0.915 0.938 0.917 0.932 0.935 1
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future work, we plan to investigate allowing the input logical forms to underspecify lexical choice
in a flexible way. Whether our approach will continue to work equally well when faced with more
underspecified input logical forms, however, remains to be seen.

The way in which we integrate n-gram scoring of possible realizations into the chart realization
algorithm also differs from the above-cited work, where packed representations of a potentially
exponential number of possible realizations are typically built in a first stage, and then in a second
stage, a search is performed for high scoring realizations enumerated from the packed structure. In
both approaches, a number of pruning strategies may be employed; since the OpenCCG realizer
can take a function implementing a specific pruning strategy as an optional parameter, we assume
that the two-stage approach and the anytime approach with integrated n-gram scoring can be put on
equal footing as far as pruning goes. We may observe, though, that the two-stage approach typically
(i) requires completing the packed chart; (ii) imposes an inflexible ordering on the enumeration and
scoring of possible realizations; and (iii) does not terminate until the unpacking phase finishes. In
contrast, the anytime approach employs a flexible search order, and does not require completing
the chart. However, it does introduce two inefficiencies from the perspective of enumerating all
realizations: (i) it introduces the overhead of a hash map in order to avoid combining equivalent
categories multiple times, which is not necessary when using a packed representation; and (ii) edges
may be introduced into the chart which are only later pruned when a better scoring edge with the
same category emerges. If these inefficiencies are small compared to the time gains obtained, then we
may expect the anytime approach to be better suited to the responsiveness requirements of dialogue
systems; determining whether this holds in practice is a topic for future research.

4 Measuring the Effect of Realization Choices on Synthesis Quality

4.1 Overview

In spoken language dialogue systems, natural language generation and speech synthesis have often
been handled completely separately. More recently, several researchers have begun to experiment
with augmenting the text output of a generator with markup intended to improve the quality of the
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Table 4 Pearson coefficients for correlations between perplexity and number of exact matches or
times until first realization.

N,WB,MLE N,WB N,WB,MLE N,WB
COMIC -0.4 -0.51 0.68 0.88

Worldcup -0.38 -0.95 0.18 0.92

Exact Time 'til First

synthesized speech. However, work in this vein has rarely considered—in any systematic way—
how generation choices are likely to affect the quality of the speech synthesized from the resulting
text. Moreover, while recent advances in speech synthesis using unit selection techniques have led
to much improved overall quality, there usually remains a large degree of variability between what
can be synthesized well and what comes out quite poorly.

A recent exception to the largely separate treatment of generation and synthesis is Bulyko and Os-
tendorf’s work [6], where they make an initial attempt to integrate and jointly optimize generation
and synthesis. In their approach, they take advantage of the fact that there are usually multiple
acceptable ways to respond in a given dialogue state. Taking advantage of this flexibility, they mod-
ified a template-based generator to produce multiple wording and prosodic realizations of a target
utterance, so that the synthesizer could choose an option that was likely to be synthesized well—
e.g., by avoiding poor quality joins arising from inconsistent coverage in the unit database. With
this method, they were able to show through perception experiments that coupling generation and
synthesis can yield higher quality speech than the usual sequential implementation.

While Bulyko and Ostendorf’s method is elegant, it requires a synthesizer that is prepared to search
through a graph of input possibilities, which is not how most synthesizers currently work. Thus,
as an alternative approach to loosely coupling generation and synthesis, we suggest using n-grams
from the recording script used to build the synthetic voice to guide realization choices, to improve
the chances that a particular realization can be synthesized using large stretches of units from the
same recorded utterance.

To assess the potential of this approach, we carried out a perception experiment, to appear in Rocha’s
forthcoming MSc thesis [15], examining the extent to which realizer choices—guided by such n-
grams—can affect the perceived quality of synthesized speech. The details and results of this exper-
iment are described in the remainder of this section.

4.2 Limited Domain Unit Selection Synthesis with APML

In unit selection synthesis, the goal is to concatenate pre-recorded segments of speech in a way that
both covers the input string and sounds as natural as possible. Typically, a target utterance structure
is predicted and suitable candidates from the inventory are proposed for each target unit; the best
candidate sequence is then found by minimising target and join costs, using a Viterbi search. There
are a number of options for what size these units can be, the main contenders being phones, half
phones, diphones or larger units; and likewise, there are many ways of restricting the set of target
units and setting target costs. The particular choices one employs affect flexibility, quality, and
search times.

The voice for the perception experiment uses the technique described in Baker’s MSc thesis [2, 1],
with sentences in the FLIGHTS [12] domain. In this approach, which extends Black and Lenzo’s
[5] cluster unit synthesis approach to limited domain synthesis, unit candidates are restricted to
ones with the same phone and appearing in the same word, with the same pitch accent and with
the same following boundary tone (or lack thereof). Pitch accents and boundary tones are specified
in the synthesizer input using APML. By limiting unit candidates in this fashion, it is possible to
produce contextually appropriate intonation, but the approach suffers from lack of flexibility, insofar
as it requires the range of sentences to be synthesized to be precisely anticipated at the time of
constructing the recording script. To address this problem, work is currently underway to extend
Festival 2 [8] to handle APML input in a more flexible way.
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4.3 Experimental Design

A forced-choice experiment was designed to test the hypothesis that the participants would prefer
the synthesized sentences generated with the use of n-gram scoring.

In this experiment, ten sentences were presented in pairs to the participants. They were asked to
choose the version that sounded better. They could listen to the sentences as many times as they
wanted to before making their choice. After making their choice, however, they could not go back
and change their option. Half of the sentences with n-gram scoring were presented first, and in the
other half, the sentences with no n-gram scoring. Additionally, the order of the sentence pairs was
randomized. These procedures were adopted in order to control for order effects.

The test sentences were presented to the subjects via Sennheiser headphones with a comfortable level
of hearing using standard audio software. E-prime was the software used to present the sentences on
the computer.

4.4 Test Sentences

The ten test sentences were taken from the examples discussed [12]. The following ten sentences
were exactly realized using n-grams derived from these target sentences alone (where pitch accents
are considered integral parts of words, and boundary tones are treated as separate words):

1. There’s a directH* flight on BMI H* with a goodH* price H* LL%.

2. It arrives at fourten pm H* LH% and costs onehundredH* and twelvepoundsH* LH%.

3. The cheapestL+H* flight LH% is on RyanairH* LL%.

4. It arrives at twelveforty five pm H* LH% and costs just fiftypoundsH* LL%, but it requires
a connectionH* in Dublin H* LL%.

5. There’s a KLMH* flight LL% arriving BrusselsH* at four fifty pm H* LL%, but busi-
nessclassH* is not H* availableH* LH% and you’d need to connectH* in AmsterdamH*
LL%.

6. If you want to fly directL+H* LH%, there’s a BMI H* flight LL% that arrives at fourten pm H*
LL%, but it has noH* availability H* in businessclass either LL%.

7. There areL+H* seats in businessclass LH% on the BritishAirways H* flight LL% that ar-
rives at fourtwenty pm H* LL%.

8. It requires a connectionH* in ManchesterH* though LL%.

9. You can fly businessclassH* on British Airways H* LL%, arriving at four twenty pm H*
LL%, but you’d need to connectH* in ManchesterH* LL%.

10. There is a directL+H* flight LH% on BMI H* LL%, arriving at four ten pm H* LL%, but it
has noH* availability H* in businessclass LL%.

As discussed in section3, using n-grams from the target sentences establishes an upper bound on
expected performance; however, since our cross-validation experiment showed that near perfect
accuracy can be achieved in the COMIC domain, we have reason to believe that realization results
in actual practice will be close to this upper bound.

For the experiment, the same logical forms were realized with no n-gram scoring, with the first
complete realization licensed by the grammar used as a baseline reference:

1. There isan BMI H* direct H* flight with an goodH* price H* LL%.

2. It arrives at fourten pm H* LH% and costs onehundredH* and twelvepoundsH* LH%.

3. The cheapestL+H* flight LH% is on RyanairH* LL%.

4. It arrives at twelveforty five pm H* LH% and costs just fiftypoundsH* but it requiresan
connectionH* in Dublin H* LL%.
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Figure 5 Number of times synthesized speech from upper bound realizations vs. baseline ones were
chosen as better, across all ten sentences (left), and excluding the two identical ones (right).
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5. There isan KLM H* flight arriving BrusselsH* at four fifty pm H* but businessclassH*
is not H* availableH* LH% and you’d need to connectH* in AmsterdamH* LL%.

6. If you want to fly directL+H*, LH% there isan BMI H* flight that arrive at four ten pm H*
but it has noH* availability H* in businessclass either LL%.

7. There’reL+H* seats in businessclass LH% on the BritishAirways H* flight LL% that arrive
at four twenty pm H* LL%.

8. It though requiresan connectionH* in ManchesterH* LL%.

9. You can fly businessclassH* on British Airways H* , arriving at fourtwenty pm H* but
you’d need to connectH* in ManchesterH* LL%.

10. There isan direct L+H* flight LH% on BMI H* LL%, arriving at four ten pm H* LL% but
it has noH* availability H* in businessclass LL%.

Note that in the absence of n-gram scoring, the order in which realizations appear is unpredictable,
so the baseline realization may be considered to be one randomly chosen from those licensed by the
mildly overgenerating grammar. In particular, note that sentences 2 and 3 turned out to be identical,
while the other sentences exhibited a range of more or less subtle differences, including the choice
of a/an, the presence of a comma for pausing and the inclusion of some boundary tones, whether or
not the copula was contracted, number agreement onarrive in relative clauses, and the position of
adjectival or adverbial modifiers such asdirect or though.

Since some changes were made to the APML used to build the limited domain voice during Rocha’s
project—to better match what the speaker actually said in the recording sessions—it was necessary to
modify some of the test sentences in order to find matching combinations of words, pitch accents and
boundary tones in the unit database. In particular, the H* pitch accent onprice had to be removed,
and some LH% boundaries had to be changed to LL% ones. However, as the modifications were
made in both versions, they should have no effect on the results of the experiment.

4.5 Subjects

The participants of this experiment were 32 native-speakers of English without any known hearing
or language deficit. The subjects also participated in an earlier experiment comparing dialogue turns,
as described in [15]. Both experiments together lasted about 25-30 minutes and subjects were paid
£5 at the completion of them.

4.6 Results

Across all subjects and all ten sentence pairs, the synthesized speech from the upper bound real-
izations were preferred in 245 cases out of 320, which represents 77% of the total. If subjects had
no preference, we would expect the upper bound versions to be chosen only half the time, i.e. in
only 160 cases. Using a binomial test, we can reject the null hypothesis of no preference with very
high confidence (p< 0.0001). As expected, excluding sentences 2-3, which were identical, yields
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an even higher percentage of 81%, as the upper bound realizations were preferred in 207 out of 256
remaining cases. Figure5 shows the relative frequencies of the subjects’ preferences side-by-side.

5 Conclusions

In this report, we have described the experiments with multimodal output undertaken in the COMIC
project to date, emphasizing the two aspects of multimodal output that have not been examined
in other deliverables, namely instance-based English surface realization and its connection with
speech synthesis. In particular, we reported on (1) cross-validation experiments showing how n-
grams from a training corpus can be used to guide the realizer to quickly produce target realizations
with high accuracy, and (2) a perception experiment showing that the resulting realizations positively
affect the perceived quality of synthesized speech produced from them, when compared to baseline
realizations, with very high significance.

In the current COMIC system, we have not made use of the prosodic specifications produced by the
realizer, as the limited domain unit selection voices that accept APML input have proved too brittle
for ongoing use. However, before the end of the project, we plan to take advantage of work that
is in progress to extend Festival 2 [8] to handle APML input with a unit selection voice in a more
flexible way. We also plan to extend the surface realizer’s n-grams to choose among multimodal
n-grams, where information about the gestures and facial expressions accompanying the words is
incorporated into the search for high-scoring surface forms.
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