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Summary

In this document, we describe the first results of the research into modality effects on performance quality and efficiency. A large-scale experiment using SLOT and a one-way mirror has been used to study the effect of presence or absence of the (mutual) visual modality. The results indicate that although the performance remains virtually the same, the efficiency of the communication is about 25% lower. Implications of these results for man-machine interaction are discussed.

1 Introduction

The widespread use of the telephone medium, globalised and developed to near-perfection in the 20th century, reveals that communication using only spoken language can be highly effective and, in many cases, sufficient for our communicative needs. The famous “red phone”, supposedly residing on the desk of the US president during the cold war era, illustrates how much trust we place in the telephone. Any potentially disastrous misunderstandings between the Soviet Union and the USA were expected to be resolved through a simple phone call. The cellular telephones that have recently flooded the telecommunication market are illustrative of the fact that even for more mundane communication, speech is a trustworthy and satisfactory communication medium.

The question then arises, in times where telephones present such reliable, familiar and cheap opportunity to communicate with anyone anywhere on the planet, why people often fly great distances, try to digest airline food, suffer from jet-lag, and pay large sums of money just to have the opportunity to communicate with one another face to face?

One tentative and plausible answer is that the human communication abilities have been optimised over the course of evolution to operate in face to face conditions, or to put it the other way around, they have certainly not been optimised to use modern communication media such as telephone or electronic mail. Face to face communication remains our preferred way of communicating.

The most salient difference between the “medium face to face” and telephone communication is the availability of the visual modality. If we can see whom we are communicating with, we have access to the gestures, the facial expressions, the body and head movements, and the eye gaze direction of our interlocutor. It has long been known that visual cues play a crucial role in human-human communication. Gestures, for instance, are often essential for disambiguating verbal deictic expressions such as “there” or “that” (Levelt, Richardson, & La Heij, 1985; McNeill, 1992).  Facial expression gives us information about the emotional state of our interlocutor. But even without having access to facial expression, simply observing the body movements of our interlocutor gives us socio-emotional cues about the other (Bente, Krämer, Petersen, & De Ruiter, 2001).

In an experiment involving simulated wage negotiations, Drolet & Morris (2000) investigated whether communicating face to face would indeed result in better (in terms of mutual gain) and faster (in terms of the duration of the negotiations) than in their “non-visual” condition, in which the subjects were side by side and could not see each other. The authors hypothesized that the participants in the face-to-face condition would develop more “rapport” with each other. Rapport has been defined as “a state of mutual positivity and interest that arises through the entrainment of expressive behavior in an interaction” (Tickle-Degnen & Rosenthal, 1990). Visually perceivable nonverbal signals are more reliable indicators of perceived rapport than are linguistic content (i.e. transcripts) or audio recordings (Grahe & Bernieri, 1999). 

Drolet & Morris indeed found that although the outcome of the wage negotiations under the difference modality conditions was virtually the same, the duration it took to reach the final agreement was significantly shorter (about 25%). 

Unfortunately, their experiment did not involve speech. Participants were explicitly told not to speak to each other, but negotiate by writing proposals on little notes that they would give each other. This is not only slightly unnatural (negotiation normally involves some form of linguistic communication), it also does not exclude the possibility that verbal communication would compensate for the lack of visual communication by changing the content, intonation and/or voice quality of verbal utterances. This would be the prediction of the Channel Compensation Hypothesis (De Ruiter, 2003), which entails that if a communicative channel were for some reason unavailable, this would be compensated for by other channels encoding signals with similar meanings to the signals that would otherwise be sent in the blocked channel. In their second experiment, a variant of the prisoners’ dilemma task, speech was allowed but unfortunately, the authors did not report the durations of the negotiation sessions in that experiment. The question remains, therefore, whether in competitive tasks where a certain level of cooperation is necessary (such as negotiations), the presence of the visual modality has a facilitatory effect on the efficiency and performance of the communicative process, or not.

SLOT, a multimodal route-negotiation paradigm (see De Ruiter, Rossignol, Vuurpijl, Cunningham, & Levelt, in press) was designed specifically to answer this type of research question. It allows for free, natural, and multimodal interaction, it provides objective measures of performance and efficiency, and it allows for the asymmetric manipulation of available modalities without changing the essential nature of the communicative task. In the remainder of this paper, the design and results of a large-scale SLOT communication experiment are reported and discussed.

2 Experiment

To investigate the effect of the visual modality on performance and efficiency in human-human communication, a SLOT experiment was designed with two primary conditions. The first is called the Full Modality condition (FM), in which the participants had access to all available modalities: the shared whiteboard (pen gestures), auditory (speech), and visual (facial expression, posture, eye-gaze, etc.)  This condition serves as a baseline for the other condition, called Minus Visual (MV). In the MV condition, a one-way mirror was placed between the participants, with lighting conditions arranged such that one of the participants could clearly and easily see the other participant, while the other participant could not see his or her interlocutor at all. This set-up implements an asymmetric distribution of available modalities in the MV condition. The advantage of this set-up is that potential differences between the behaviors of the participants with visual access can be directly compared with that of the participants without visual access, within the same interaction. Another advantage of this design is that even the behavior of the participants with visual access might be different from those in the FM condition, due to the fact that in the FM condition participants enjoyed the presence of the visual modality mutually, i.e. they were aware that their interlocutor could see them as well, whereas the “seeing” participants in the MV condition were aware of the fact that the interlocutor could not see them. Therefore in this experiment we do not only manipulate visual access as such, but also the potential awareness of the interlocutor having visual access or not.

3 Method

3.1 Participants

Sixteen participants from the subject pool of the Max Planck Institute for Psycholinguistics were paid to participate in the experiment. Eight of these participants were male, and eight were female. The male and the female participants were randomly paired to form a mixed gender dyad. None of the participants had met the participant they were paired with before.

3.2 Stimulus material

Ten SLOT maps were created for this experiment. Two of these are relatively simple ones, to be used in the practice trials. The other eight were maps with an average of 26 city nodes, with an average branching factor of 2.8. The branching factor is the average number of arcs (‘outgoing roads’) that leave a city node. Each map had three red and three blue targets. To vary the degree of competitiveness in the negotiation, half of the stimuli were constructed as “unfair”. This implies that the map is such that the optimal path through all the targets (for both red and blue) results in a large difference in cost for red and blue respectively. Thus, for the “unfair” maps, reducing collective costs is to the disadvantage of only one of the participant. The other half was relatively “fair”, meaning that the optimal route for all targets resulted in a relatively balanced cost distribution between red and blue. A final manipulation was the “euclidianness” of the map. Four of the used maps are topologically identical to one of the maps from the other four, however the nodes were replaced so that some arcs were much shorter than others (see appendix I for pictures of the eight experimental maps). Note that due to the cost rule in SLOT, the visible length of the arcs does not matter at all for the cost. A long arc has the same travelling cost as a short arc, independent of how long it looks on the shared whiteboard on which they are displayed. This manipulation was created to test whether a) participants would detect the fact that, from a topological point of view, they encountered four pairs of identical maps, and b) whether the non-euclidian distances would slow down the reasoning about possible routes.
 For each of the maps, the following measures were computed: 

· The unfairness of the map, which is the absolute difference between the costs of red and blue, for the route with the lowest collective cost.

· The un-euclidianness of the map, which is the standard deviation of the (screen) lengths of all arcs (roads). If this value is zero, the map is purely Euclidian, implying that all screen lengths are identical.

· The proportional cost of fairness. This is the collective cost of the fairest route through the map (minimizing the difference between the cost of red and blue, without allowing to traverse the same city twice), divided by the collective costs of the route with the lowest collective cost. 

3.3 Design

All dyads were mixed-gender; one male participant was always paired with one female participant. Four dyads participated in the FM condition, and the four other dyads in the MV condition. The participants were randomly assigned to all conditions. However, all the possible permutations of the independent variables color_played (red or blue), gender, and side_of_mirror (in the MV condition) occurred equally frequent. This is often referred to in the psychological literature as the independent variables being “counterbalanced”. Table 1 below gives an overview of the design.

	Dyad
	Participant
	Modality
	Gender
	Side played
	Visibility

	1
	1
	Full Modality
	F
	Red
	Duplex

	
	2
	
	M
	Blue
	Duplex

	2
	3
	
	F
	Red
	Duplex

	
	4
	
	M
	Blue
	Duplex

	3
	5
	
	M
	Red
	Duplex

	
	6
	
	F
	Blue
	Duplex

	4
	7
	
	M
	Red
	Duplex

	
	8
	
	F
	Blue
	Duplex

	5
	9
	Minus Visual
	F
	Red
	Yes

	
	10
	
	M
	Blue
	No

	6
	11
	
	F
	Red
	No

	
	12
	
	M
	Blue
	Yes

	7
	13
	
	M
	Red
	No

	
	14
	
	F
	Blue
	Yes

	8
	15
	
	M
	Red
	Yes

	
	16
	
	F
	Blue
	No


Table 1: conditions in SLOT experiment for D2.3

3.4 Procedure

Both participants were asked to take place at their assigned side (red side or blue side) in the SLOT laboratory. They were handed a written instruction, in which they were informed of the SLOT rules
, and that they were going to play for approximately 45 minutes. The instruction emphasised that the task of the participants was to minimize their personal costs in the negotiation, while also trying to keep the global cost as low as possible. To give the participants an incentive to also keep global costs at a minimum, the instruction offered a financial reward of € 25,0 for the participant with the lowest total cost over the entire experiment. All participants signed a form in which they consented to being videotaped.

Before the experiment started, participants filled in the short version of the EPQ personality questionnaire (Sanderman, Arrindell, Ranchor, Eysenck, & Eysenck, 1995). It measures three major personality dimensions, extraversion, psychoticism, and neuroticism. In addition, it assesses the tendency of participants to base responses on considerations of social desirability. The EPQ questionnaire was added to be able to investigate the role of the participants’ personality on the communication behavior and negotiations strategy. Subsequently, they were handed the written instruction. After the instruction had been read and understood by both participants, and there were no further questions about it, the practice session started. During this session, participants could get used to the rules of the SLOT game, and to using the electronic pen to write on the shared whiteboard. Also, they could practice entering the route into the computer (using the electronic pen) after reaching an agreement about the route. Once the practice session was completed, participants had a final chance to ask questions, before the actual experiment began. 

The actual experiment consisted of the negotiation of the eight experimental maps described above in a predetermined random sequence. Each map was negotiated, and participants took turns in entering the route into the computer. There was no explicitly enforced time limit, but participants were asked to try to complete every map within approximately 5 minutes. If participants took longer than 10 minutes to complete a negotiation, they were encouraged by the experimenter to try to reach an agreement “soon”. 

After the experiment, participants filled in a PANAS questionnaire (Watson, Clark, & Tellegen, 1988), a semantic differential normally used for self-description, but in this case used to assess what the social-emotional evaluation by the participant of their interlocutor was (see Bente et al., 2001). Finally, the participants were requested to fill in a satisfaction questionnaire, where they were asked about their satisfaction with the technical environment and the task itself. The results of the satisfaction questionnaire did not reveal any differences between the conditions: all the participants were highly satisfied with all aspects of the interactional setting and task. Because of the lack of any noteworthy patterns, these data will not be further discussed in this document.

3.5 Data recording and transcription

Data registration was performed by the following means:

· Two video recorders, each registering the face of one of the participants.

· One video recorder registering the interaction from the side

· A microphone registering the speech of both participants

· Pen gesture registration with time stamps on the SLOT computer

The output of the microphone and the three video recorders, and the output of the graphics card (the contents of the shared whiteboard) were routed through an electronic device that captured the four images into one split-screen 2x2 image. This image was recorded on a professional SVHS video recorder, and subsequently digitised (MPEG-1) for analysis with transcription tools. See Figure 1 below for a snapshot of the digitized video image being processed in a transcription tool.

Transcription of the data entailed marking in the time stream the following “tiers” for both participants:

· A transcript of the participants’ speech

· The dialog acts (such as proposals, rejections, agreements, etc.) performed by the participants

· Eye-gaze

· Posture changes 

· Head movements

· Upper face activity

· Lower face activity

· Pen gestures

· The part of the speech (if any) that is meaningfully related to the pen gestures, with an index to the pen gesture in question

· A “rest” category, for coding behavior that is not captured by the above categories.

For more details about the actual values that were transcribed, please see appendix 2, which contains our coding manual for SLOT data.
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Figure 1 Captured video data from FM condition in transcription tool

Transcription was initially performed in Eudico/Elan version 2.1, which is an annotation tool for multimodal data in the form of digital video. After transcribing two dyads, it was discovered that there were some bugs in the program that introduced inaccuracies in the timing data. This caused a serious delay in the processing of the data, for the interactions that had been coded in Eudico/Elan needed to be re-checked and corrected. Subsequent dyads were transcribed in MediaTagger 3.1, a program that does have the desired accuracy but is slower to use. 

After the transcription process was completed, the data were transformed into a generalized tier format (GTF). This format is based on ASCII characters, which makes it easy to manipulate using standard Unix™ tools like awk or grep. In addition, the GTF format is independent of the transcription tool that was used to create the data, and the GTF files can be processed in ways similar to a relational database. A number of separate computer programs were written to extract relevant statistical data from the database.

4 Results

4.1 Analysis of performance and efficiency.

As the purpose of this study is to investigate the effect of the presence or absence of the visual modality on performance quality and efficiency, the main dependent variables of interest are the duration of the individual negotiations and the individual and collective cost of the negotiated routes. 

The first and most obvious question is whether the presence of the one-way mirror resulted in longer negotiation times, defined as the number of seconds that passed between the moment the SLOT map was shown and the moment that the participants indicated to the experiment leader that they had reached an agreement. 

The average negotiation time per negotiated map for the FM condition was 123 seconds, while for the MV it was 186 seconds. (p < .05, one tailed). An interesting issue here is what caused the longer durations. It could be that the participants said more, but also that they were silent more. The data is very clear on this, and reveals that in the MV condition the duration of speech (the total amount of time that either one of the participants said something) per negotiation is almost identical (FM: 78 s, MV: 75 s, n.s.)
 while the amount of silence (the duration of the entire negotiation minus the amount of speech) was longer for MV. (FM:  83s, MV: 149s, p < .01, one tailed). Concluding, the FM interactions were faster than the MV interactions by a significant amount of time, and this is due to longer periods of silence during the negotiations in the MV condition, where there was a mirror. The longer periods of silence are related to differences in the turn-taking behavior between the MV and FM conditions. A detailed analysis of the turn taking behavior is being performed on the data, and the results of that analysis will be the subject of a separate publication that is in preparation.

Turning now to the cost of the negotiated routes, these were virtually identical.  In the FM condition, the average total cost (for both participants together) was 91.3, while in the MV condition it was 92.0 (n.s.). The differences in cost between participants were also effectively equal (FM: 8.6, MV: 7.7, n.s.).  An important issue that needs to be addressed too is whether the participants who could see their “opponent” had lower costs than those who could not. The costs made were 46.6 for those who could see their interlocutor and 45.4 for those who could not. This difference is not only non-significant, but also in the wrong direction (assuming that having access to the visual modality would be an advantage for the negotiator).

The presence or absence of the one-way mirror was not the only factor that could be hypothesized to have had an effect on the efficiency of the negotiation. Specifically, the type of the map (its complexity and fairness) and the personality scores of the participants may also have influenced the duration of the negotiation. In order to assess the relative effects of these independent variables on the duration data, we have performed a regression analysis using the STEPWISE procedure
, trying to predict durations using the following independent variables:

· Non-euclidianness (how well do distances on the screen correspond to distances with respect to the incurred costs), operationalized as the standard deviation of the screen distances.

· Fairness (how fair is the optimal route), operationalized as the difference in cost for the red and the blue player for the optimal route (with respect to the total cost).

· Proportional cost of fairness (how much total cost is added if one insists on being fair), operationalized as the (total) cost of the fairest non-looping route divided by the (total) cost of the optimal route.

· Extraversion score (sum of both participants) from the EPQ questionnaire.

· Psychotic score (idem)

· Neurotic score (idem)

· Social Desirability score (idem)

In Table 2, an overview is given over the relative contribution of those independent variables that significantly explain variance in the dependent variable (negotiation duration). The standardized coefficient (Beta weight) is indicative of the strength of the relation between the independent (predictor) variable and the dependent variable. The R² of the regression analysis is .352, indicating that about 35% of the variance in the dependent variable is explained by the linear combination of the predictor variables.

	Variable
	Unstandardized Coefficients
	Standardized Coefficients
	Sig.

	UNFAIR
	12.300
	.896
	.000

	MIRROR
	58.363
	.226
	.036

	FAIRCOST
	-300.539
	-.516
	.029

	EXTRAVERT
	-14.611
	-.215
	.046


Table 2: Beta coefficients of predictors of DURATION

What we can see in Table 2 is that the strongest predictor of duration is the unfairness of the map. This is not surprising, given that the more intrinsically unfair a map is, the more time will have to be spent on two unattractive alternatives: be unfair and lower general cost, or be fair and incur a high price in terms of general cost. Both strategies have been followed by the participants, although in the majority of cases participants opted for being temporally “unfair” by allowing one of the participants to take the lead in terms of cost. In either case, discussion about this issue was manifest and took time. We also see that the presence of the mirror, the personality scale extraversion, and the proportional cost of fairness (FAIRCOST) also contributed to explaining the variance in DURATION. The presence of the mirror slowed down the negotiation (as can be seen from the fact that its beta weight is positive, indicating a positive correlation between predictor and dependent variable). The only personality variable that significantly contributed to predicting negotiation times was extraversion. The more extravert the participants were (as revealed in sum of the EPQ extraversion scores for both participants), the shorter was the negotiation. This is understandable, as people scoring high on the extraversion dimension are more impulsive and outgoing (Sanderman et al., 1995), which could lead to a more frequent exchange of information, which in turn could speed up the negotiation process. A final noteworthy predictor is the proportional cost of fairness (FAIRCOST), which is negatively correlated with the dependent variable DURATION. The higher the cost of being fair, the shorter the negotiation. It seems plausible that if the cost of being fair was very high, the decision to temporally accept an imbalance in the personal cost distribution became easier to accept.

The variable non-euclidianness did not have a significant predictive value with respect to DURATION. Nevertheless, none of the participants noted that they were actually negotiating the same four maps twice.  In addition, the correlation between non-euclidianness and DURATION was .24, just short of conventional levels of significance (p = .052), which explains why it was not included in the regression equation.

Since the larger duration of the negotiations was mainly due to a larger amount of silence (the absence of speech of either participant), it is interesting to perform an identical regression analysis as the one above, but this time with SILENCE as a dependent variable. If the pattern of the Beta coefficients is the same as in the regression analysis for DURATION, this is strong evidence that the variables that appear in Table 2 are actually predictors of SILENCE. Table 3 shows that this is indeed the case. Moreover, the R² in this case is .37, which is higher than in the previous analysis, showing that of the variable SILENCE, more variance is explained than of DURATION. These two analyses strongly suggest that the duration of the negotiation (the measure of efficiency used in this report) is mediated by the amount of silence during the interaction. 

	Variable
	Unstandardized Coefficients
	Standardized Coefficients
	Sig.

	UNFAIR
	8.810
	.804
	.001

	MIRROR
	59.988
	.291
	.007

	EXTRAVERT
	-15.015
	-.277
	.010

	FAIRCOST
	-215.630
	-.464
	.045


Table 3: Regression analysis of SILENCE
A final regression analysis was performed on the amount of speech time (SPEECH) per negotiated map. SPEECH is defined to be the amount of time during the negotiation that at least one of the participants is speaking. Although the main effect of visibility condition (MIRROR) was on the amount of SILENCE, it could still be the case that the variables UNFAIR and perhaps also the non-euclidianness (NEUCLID) would have an independent effect on the amount of speech produced. This turned out to be the case. The standardized coefficients reveal that both UNFAIR and NEUCLID have a positive correlation with the amount of speech produced, while FAIRCOST is negatively correlated, indicating that if the cost of being fair is high, there is less discussion necessary than if it is low. The R2 of this regression is .58, indicating that about 58% of the variance in the variable SPEECH is explained by the three predictor variables. This is a much higher proportion than in the analysis of DURATION and SILENCE. See Table 4 for the regression coefficients. Note that that variable MIRROR does not appear in the regression equation, because it does not have any predictive value with respect to the amount of speech.

	Variable
	Unstandardized Coefficients
	Standardized Coefficients
	Sig.

	UNFAIR
	6.356
	.879
	.000

	FAIRCOST
	-148.908
	-.484
	.042

	NEUCLID
	59.988
	.222
	.043


Table 4: Regression analysis of SPEECH

These results are also presented in De Ruiter et al. (in press), however the analysis in that article is based on an Analysis Of Variance approach. The ANOVA analyses lead to the same pattern of results as the regression analyses in this report, the advantage of the regression approach being that one has a quantitative estimate of the relative role of the different predictors.

Concluding this part of the analysis, the four predictor variables unfairness, extraversion, proportional cost of fairness, and the presence of the mirror all had an effect on the amount of silence, and hence on the duration of the negotiation. The total duration of speech per negotiation was positively correlated with unfairness and non-euclideannes, and negatively with proportional cost of fairness. The presence of the mirror and extraversion did not have any predictive value with respect to the total speech duration. Finally, there was no difference in the performance (the final costs) of the participants of the negotiation between the mirror (MV) condition and the full modality (FM) condition.

4.2 Analysis of eye-gaze and the use of visual signals

Given the fact that the presence of the one-way mirror made the overall negotiation longer, and this was due to the silences that became longer, the question to be asked is of course, why? The Channel Compensation Hypothesis, (CCH, see De Ruiter, 2003) which holds that if people do not have access to a particular communicative channel (such as facial expression, or gesture) they will compensate for the lack in that channel by more activity in another channel, seems to be contradicted by these data. After all, the only way that participants could compensate for the lack of visual information is by using the auditory modality more, hence simple say more. To give a simplified example, not being able to visibly smile could lead to more acoustic laughter. Shaking “no” with the head could be replaced by an acoustic “no”. The above analysis shows that this does not hold for these data. This does not necessarily mean that the CCH is incorrect. It could well be the case that factors like diminished mutual rapport are the cause of the longer silences in the MV condition.

Because the main effect of the mirror is to block visual signals, we will investigate the use of eye-gaze and the use of visual signals in more detail. 

4.2.1 Eye gaze

The amount of “eye gaze at other”, henceforth called OTHERGAZE, is defined as the number of times a participant points his or her gaze at the eyes of their interlocutor during the negotiation of a SLOT map. The summed durations of all the OTHERGAZE events during a negotiation is called GAZEDURATION. Note that it only makes sense to look at gaze behavior in the FM condition, and perhaps in the group of participants that from the MV condition who could see their interlocutor. The participants that could not see their interlocutor could not aim their gaze at the eyes of the other, since they did not see the other participant at all. In the FM condition, the average of OTHERGAZE is 2.9 times per negotiated map, while the average of GAZEDURATION per map is 2.64 seconds. This is very infrequent gaze behavior. Even more striking is the amount of eye contact, defined as the moment that both participants look at their interlocutor at the same time. For the entire FM condition, the average number of eye-contact moments per negotiation was 7.25 for the entire condition, whereas the average duration of eye contact per negotiation was 5.66 seconds, again for the entire condition. Qualitative analyses revealed that eye contact occurs almost exclusively when, to put it in informal terms, something goes wrong in the negotiation. For example, in the fourth dyad of the FM condition, the male participant decided to enter a different route than the one that had been agreed upon, and informed his interlocutor of his intention. The subsequent discussion resulted in much more frequent gaze than in any other fragment of the data. Other relatively gaze-rich interaction moments are when the participants really misunderstood one another.

The low level of gaze behavior might well be a consequence of the nature of the SLOT task, in which the entire communication centers around a shared representation, the map on the tablet. It is known that the presence of a shared, relevant visual representation will considerably lower the amount of gaze at the interlocutor (Argyle & Graham, 1976). Therefore, it does not come as a big surprise that there was such infrequent gaze-at-other in the SLOT experiment. The participants in the MV condition who could see their interlocutor had a slightly higher average OTHERGAZE (3.25 times) and GAZEDURATION (4.2 seconds) but the difference with the FM group was not significant. 

4.2.2 Face, head and body behavior

Even though the participants did not often look directly at each other, they might still have picked up visual signals in peripheral vision. With respect to the use of these visual signals in the three different visibility conditions (see each other, see the other, not see the other), a number of hypotheses can be formulated. These will be discussed before the actual analysis will be reported. Note that in the MV condition, one participant could not see the other, but knew that the other participant could see him or her. The participant who could see the interlocutor knew that the other participant could not see him- or herself. The effect this has on their visual behavior crucially depends on the question what is more important: a) being able to see the other, hence possibly experiencing the illusion that there is visual contact, or b) the knowledge that the other can see you, even though you can’t see the other. If a) is the case, one would expect more visual behavior in the “seeing” participants, if b) is the case, then one would expect more visual behavior in the “blind” participants. Therefore, unless otherwise indicated, the following analyses will be reporting two-tailed significance tests in comparing two means using T-tests, as opposed to the one-tailed tests used before in the section when comparing two means.

Table 4 below gives an overview of the differences found in three dependent variables. These three are:

· FACIAL_ACT. The sum of all events occurring in upper_face and lower_face, except auto manipulation. (See appendix 2 for details)

· HEAD_ACT. The sum of all events occurring in the head tier (see appendix 2 for details)

· POSTURE_ACT. The number of posture changes (see appendix 2 for details)

· VISUAL_ACT. The sum of the above measures.

The baseline data are from the FM condition (where participants could see each other). For ease of reference, the three visibility conditions are labeled “duplex” (see each other), “yes” (can see interlocutor) and “no” (cannot see interlocutor).

	Variable
	Visibility
	N
	Mean

	HEAD_ACT
	yes
	32
	1.7813

	
	no
	32
	1.1250

	
	duplex
	64
	2.4844

	FACIAL_ACT
	yes
	32
	6.6250

	
	no
	32
	7.5000

	
	duplex
	64
	9.1563

	POSTURE_ACT
	yes
	32
	2.78

	
	no
	32
	5.19

	
	duplex
	64
	5.36

	VISUAL_ACT
	yes
	32
	11.1875

	
	no
	32
	13.8125

	
	duplex
	64
	17.0000


Table 4: differences in visual behavior over visibility conditions
As becomes clear from Table 4, the duplex situation results in the highest level of visual activity. However, comparing the FM and MV conditions with respect to these four activity variables, only the variable HEAD_ACT differs significantly between MV and FM (p < .05, one tailed).  

There are also some interesting differences between the “yes” and the “no” visibility conditions. The postural activity for the “no” condition is higher than in the “yes” condition, and about as high as in the “duplex” condition. This difference is not significant at the conventional (.05) level, p = .095, but it is close enough to significance to suspect that it is a trend that might become significant with more statistical power. In addition, the difference the average POSTURE_ACT in the “yes” condition and the “duplex” baseline is indeed significant (p < .05). This finding is difficult to explain. Why would participants change their posture less in the “yes” condition and not also in the “no” condition? This is an important question for future research.

As for the comparison of both “yes” and “no” conditions with the “duplex” baseline, the only significant differences that was further found was for HEAD_ACT between the “no” visibility condition and the “duplex” baseline (p < .05, two tailed). The direction of this effect (less HEAD_ACT in “no” than in “duplex”, see Table 4) is supportive of the hypothesis that the head motion behavior is suppressed when the illusion of face-to-face contact is not there because of the presence of the mirror. This could perhaps be due to the role of shaking and nodding (visual signals with a clear conventional meaning), but this is not necessarily the case: only inspecting the shaking and nodding behavior for the “duplex” and the “no” condition does show a significant difference (p = .19, n.s., two-tailed). There is, however, evidence that head motion signals that do not have a conventionalized meaning are used as socio-emotional signals (Frey, Hirsbrunner, Florin, Daw, & Crawford, 1983).

The participant at the “no” side of the mirror could have reduced the amount of head motion signals because of the non-existent face-to-face “feel” of the situation. In other words, the participant who could not see the interlocutor would feel as if using these signals would be useless, because he or she would be in a “non-visual” state of mind.

Paradoxically, from a physicalistic signal processing point of view, the opposite is actually true. It is the participant who actually sees the interlocutor whose own head signals are not visible. It seems, therefore, that Hypothesis A above, stating that the visual illusion of being in a face-to-face situation “overrules” the knowledge that the interlocutor cannot see oneself. This, too, is an important issue that can and will be addressed in more detail in future experiments.

5 Conclusions

5.1 Conclusions for fundamental research

The results of the SLOT experiment are remarkably similar to the results by Drolet & Morris, mentioned in the introduction. Without visual contact, negotiations last 25% longer than with visual contact, but the result of the negotiation in terms of individual or collective cost is unaffected. The effect of the presence of the mirror on the negotiation has been shown to be independent of other factors such as extraversion of the participants and the intrinsic fairness of the negotiation constraints.

In the experiment by Drolet & Morris, there was no speech, and in the experiment reported in this report, there was. However, the difference in duration found in the SLOT experiment between the FM and MV conditions was entirely due to the amount of silence during the experiment, and not the amount of speech. Both findings combined suggest that the unavailability of the visual modality does not impair the communication as such, but rather the amount of time it takes for both partners in the negotiation to reach an agreement. The extra time needed in the nonvisual condition of the SLOT experiment was not used to speak, but rather to think, or at least, to be silent.  The argument presented in the Drolet & Morris study would suggest that this is due to diminished rapport between the negotiators, and the data from the SLOT experiment do not seem to contradict this explanation in any way. Lower rapport means also lower mutual trust (see Deliverable 2.4 on the issue of mutual trust) and this can lead to more hesitation before an agreement is accepted by both participants. 

Another possible explanation of the longer silences could be that visual signals facilitate the negotiation of common ground (Clark, 1996). There is evidence that common ground negotiation is faster in video-conferencing conditions than in audio-only communication (Veinott, Olson, Olson, & Fu, 1999). However, their findings were based on common ground negotiations in non-native speakers, whereas the SLOT experiment contained only native speakers. In the native-speaker conditions, Veinott et al. did not find a difference in timing or performance between the audio and video conditions. Another possible cause of the longer silences for the “blind” participants in the MV condition is that so-called back channel signals are not perceivable for them (McClave, 2000). These signals often encourage speakers to continue to speak, so if these signals are not perceived, participants may choose to stop speaking sooner. Elaborate analyses are needed to confirm or exclude this explanation, and will be the subject of a separate study in the near future.

An interesting difference between the Drolet & Morris experiment and the one reported here is that in the Drolet & Morris experiment the participants could not see each other, while in the SLOT experiment one participant did not have access to the visual modality, whereas the other participant did. This suggests that the visual signals that lead to a higher level of rapport are duplex, in the sense that the visual signals only work if the receiver of the signal can somehow, in his own visual behavior, acknowledge the received signal. It may be that just sending a signal is not enough, that there needs to be mutually manifest (in the sense of Sperber & Wilson, 1995) visual communication.

The analysis of the visual channel data also show that although there was very little eye-gaze-at-other and visual behavior in the SLOT experiments, the presence of the mirror reduced the overall visual behavior considerably, which supports the idea that mutual visibility facilitates the exchange of visual signals. 

A final important result from the analysis of the visual behavior in the three different visibility conditions is that having the illusion of visual contact (i.e. seeing your partner) overrules the knowledge that the partner cannot see you. This leads to an “illogical” decrease in visual behavior in the participants who cannot see their partner (even though they themselves are actually visible to their partner).

5.2 Recommendations for the COMIC demonstrator and HCI

This study shows that the efficiency of communication, at least in situations where both participants have common but partially conflicting interests, is enhanced by mutual visibility. In the COMIC demonstrator (henceforth called the CD), the goal of the user is presumably to gain information about possible bathroom modifications, whereas the “goal” of the demonstrator is not only to inform the user of possible bathroom layouts in an efficient manner, but also keep the customer engaged for as long as possible to be able to obtain the relevant information. Especially the latter goal seems to be served by mutual visual communication. Although there is no real “trust” issue in the CD, because there is no competitive situation, it still seems likely that users will spend more time with the system if it has a human-like visual appearance. 

Unfortunately, although the CD will have a head that can vary its facial expression and head movements, it will have no visual perception of the user. This means that it is not possible to establish the mutually manifest visual communication discussed in the previous section by the CD responding contingent with the behavior of the user. Care should be taken to nevertheless equip the CD with convincing, natural looking visual behavior. Subsequent experiments using both SLOT and other experimental tasks will be aimed at detecting regularities that can be employed in an either stochastic or rule driven visual behavior repertoire.

What is clear, however, is that people look at the screen when they draw something, and when their interlocutor draws something. This behavior is easy to implement in the CD. When the user is drawing, or when the computer is manipulating the screen in some way or other, the computer should look at a direction that corresponds roughly to the screen location. Plausible moments for the computer to look at the user are moments of large confusion (perhaps detectable by the Dialog Action Manager) and after the CD has asked a question.
The human-human (and therefore by definition “natural”) visual behavior is stochastic in nature. That means that although some structure and predictability is there, a lot of the observed behavior looks random. This apparent randomness is caused either by our lack of knowledge, or by the behavior of the participants being truly stochastic. In either case, this raises an important question: what would users prefer? Would they prefer a natural user interface or a predicable user interface? If “natural” is what we aim for in HCI, the visual behavior of the 3D head should be equipped with sophisticated stochastic driver routines, such as Markov models, that generate random behavior with the same average and variance in the frequency of that behavior in humans, perhaps taking into account certain aspects of the communicative context (i.e. whether user is speaking or not). If “predictable” is what we want, we would have to give up the true-blue naturalness of the 3D head behavior, but on the other hand provide users with more reliable signals, which might be preferable over natural signals. To illustrate this point with an example, if we find that in 20% of the cases, humans look at their partner after asking a question, we can create a 3D head that, at every question it asks, “flips a coin” and decide whether or not to look up. This would be the “natural” solution. On the other hand, we can abandon the goal of naturalness and make the 3D head look at the user every time it asks a question. That behavior would be “unnatural”, but would at least provide the user with a reliable cue, indicating that the interface just asked a question. An example of the use of a deterministic (but rather sophisticated) rule-based avatar can be found in Cassell et al. (1999); a very interesting example of the use of stochastic models for the generation of natural-looking eye-gaze is Colburn, Cohen, & Drucker (2000).

There are two arguments that argue in favor of the “predictable” solution. First, we do not know if the random behavior we try to generate actually looks natural, while we do know (or can reasonably expect) that reliable signals are helpful to humans, for the same reason we want our word processors to behave predictably and consistently. Second, equipping 3D heads with rule-based behavior is easier to implement. Usability studies in the near future with a 3D head might provide more information about the question what users prefer: predictability or (attempted) stochastic naturalness. 

6 Appendix I: The maps used in the experiment

Note: the titles of the map (in the center/top of the screenshots) are the file names used internally by the SLOT experimentation computer, and indicate the type of map. The first character of the name is either (e)uclidian or (n)on-euclidian, and the second character is related to the fairness of the map: (f)air or (u)nfair. If the reader has a black and white printout of this report, it is useful to know that light gray corresponds to blue, and dark gray (almost black) to red.
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7 Appendix II: The coding manual.

7.1 Tier: Time

The time tier is very important for the automatic analysis of the data. Please make sure every time-tier label is there, even if nothing else has been transcribed (yet). The labels we need for the automatic analysis are:

BN (P1, P2, a, b…h)


Beginning negotiation: the moment a new map (a..h) appears on the screen.

EN (P1, P2, a, b…h)


End negotiation: the negotiation ends when the subject(s) tell(s) the experiment leader that they are ready to submit the final route.

BS (P1, P2, a, b…h)

Beginning specifying: when the experiment leader has pressed ‘ route submission’ and a fresh copy of the negotiated map appears on the screen.

ES (P1, P2, a, b…h)

End specifying: When the map has been drawn successfully and the score has been visible on the screen, just before the experiment leader presses ‘next map’ .

BEGIN_IGNORE

This indicates that the data from this marker up to the END_IGNORE marker should not be analyzed. This is to exclude interruptions that are not related to the ongoing negotiations from the automatic analysis.

END_IGNORE

See BEGIN_IGNORE.

NB: P1 and P2 means practise sessions 1 and 2, a,b..h refer to the number of the negotiated map, which is the first letter of the map name (Amerika, Burundi, China, etc.)

Tier: Trans R/B

In this tier, the following information is coded.

1. Transcription of the produced speech of A and B. 
Words are written down as they are spoken, with grammatical errors, repetitions, etc. Laughter is marked as “hahaha” with comment <laughs>. Also other sounds can be coded like this: hastjieboebaaah <sneezes>,  pfff <sighs> ; etc.

Remarkable ways of speaking are mentioned between angle-brackets.:

<whispers> <speaks very slowly>. 
2. Pauses.
Small pauses (< 0.5 sec) are marked as <.>, medium pauses (< 0.5-1 sec.) are marked as <..>, longer pauses as <…>. Pauses are not transcribed if they fall in the ‘gap’ between two transcription units.

3. Pen gesture (TxP) referent codes.
The number of the pen gesture that has a reference to certain words in the transcribed speech, if there is such a pen gesture(see the example above in the description of TxP). The words are isolated and coded in tier t x p, but in the transcript it is also marked by putting the number of the pen gesture between square brackets after the text in trans that corresponds to the text in t x p.

4. Dialog Act Codes
The dialog Act Codes are written on the tiers trans A and trans B and added between { }, in front of the transcribed fragment: 

Example demonstrating the three types of brackets in transcribing: 

{rp} I propose <coughs heavily> this route[33] now.


See the end of this document for a description of the defined Dialog Act Codes.
7.2 Tier: Pen R/B

Pen gestures, those that are visible on the transcription screen, are marked in time and assigned one of  the following categories (if possible):

Ma : marker


Cross, arrow or line etc. that specifies a point on the map: “here” “this city”

Ar : area

Circle (or some type of loop-shaped line) around a specific area that indicates a certain territory, accompanied by “here” or “in this area”.
Tr : trajectory


This is a line, mostly following the roads on the map, that specifies a route or part of  a route, through a number of cities, often accompanied by speech like: “like this” or “first from this red one to the blue one over there”

La : label

a,b, 1,2, : gives a certain label (name) to a city, a point or a line by writing it on the tablet near to the labelled city, area, or road. The used label itself is added in the transcription between {} 

example:

trans a
“let us call this city A and that one B”

pen a
la{A}, la{B}
Dp: Directional Pointing

Followed optionally by type of pointer (e.g. <arrow>)
Re : rest

All other drawing behavior that does not fit into the categories mentioned above. rest: counting on screen, drawing things, erasing, writing down what you say etc.
Un : unknown
Pen movements that sound like they touch the screen but that do not leave visible marks on the screen. Therefore, they cannot be classified in any other way.
RSR/B/C…H


Route submission : when a person draws the route during “specifying”. The route can be drawn in a single pen gesture or in several pen gestures, in which case all gestures are individually isolated in time and all marked the same (rsR/B/…h)

7.3 Tier: T x P R/B

In many cases pen gestures share the intended meaning with word, a clause, or a sentence in the accompanying speech. 

The Tier T x P (R/B) contains these words and the number of the pen gesture that refers to them in square brackets .

Example:

trans a 
{rp} Shall we go this way[17]?

pen a
tr[17]         
  


t x p a 
this way[17]

NB: The text in TxP should match the text in Trans exactly, including the [17] label, so that we can find a match using automated transcription programs. If the match is not exact (e.g. by putting an extra space between “way” and [17]) the automated programs will fail to recognise the match.

 Tier: UFace R/B

Detectable movements in upper part of the face.

Obu


One brow up

Fr


Frown

Bu


Brows up

Eb


Eyes Big

Es


Eyes small

Am

          
Auto manipulation (touching oneself)

7.4 Tier: LFAce R/B

Detectable movements in lower part of  the face

Omu


one mouth corner up

Mu


mouth corners up

Md


mouth corners down

Om


open mouth

Pl


pursed lips : lips turned inward and  pressed together 

Mc


mouth contract: lips pressed together, o-shaped, lips pointing outward

Am


auto manipulation (touching  oneself)

Pol
pouting lips “pruillip” : mouth corners down, lips pressed together horizontally, lower lip sticking forward, outward

7.5 Tier: Posture R/B

Posture shifts, only coded when there is a change of posture. Resulting (new) posture is coded.

F


Forward

C


Centered

B


Backward

Sr


Sideward right

Sl


Sideward left

S[r|l][f|c|b]
Sideward [right/left] and [forward/centered/backward]

7.6 Tier: Eye R/B

------

person looks at the other participant

Expl

person looks at experiment leader

NB: If nothing is coded in Eye R/B, it means that A or B is watching anything BUT the other person or the experiment leader.

7.7 Tier: Head R/B

Sha


shake

Nod


nod

Hl


rotating head to the left

Hr


rotating head to the right

Hsl/r


tilting head sideward to the left/right




7.8 Tier: Com R/B

General Coding Comments: see text in tier.

7.9 Dialog Act Codes

Meta Control Statement, code MCS

Remarks referring to the general structure of the discourse, called meta because they are not discussing the actual route, but rather the way in which a route is going to be discussed/found/negotiated.

Examples:
“zullen we eerst bepalen met welke stad we gaan beginnen?”

(shall we first determine which city to start with?)

“laten we eerst eens goed nadenken” 

(let’s first think about it thoroughly)

IMCS 
invitation to meta control statement (“wat vind jij dat we eerst moeten gaan doen?”) (what do you think we should do first?)
MCSA

meta control statement agreement

MCSR 

meta control statement rejection 

MCSD 

meta control statement defence 

MCSRA

meta control statement rejection agreement
MCSRD
meta control statement rejection defence 

MCSDA
meta control statement defence agreement

MCSDR
meta control statement defence rejection

Strategic Proposal, code SP
Proposal about how to handle task. Important feature of SP is that it operates over several ‘maps’ at the same time, and is not limited to the map that is discussed at the moment. 

Example: “Als ik nu dit keer m’n zin krijg, krijg jij het de volgende keer“. (if I get my way now, you will next time...)

SP

strategic proposal 

ISP 
invitation to strategic proposal, asking opponent in what way to continue task; 

SPA

strategic proposal agreement

SPD

strategic proposal defence
SPR 

strategic proposal rejection
SPRA 

strategic proposal rejection agreement

SPRD

strategic proposal rejection defence

SPDA

strategic proposal defence agreement

SPDR

strategic proposal defence rejection
Route Proposal, RP 
Direct or indirect route proposal; direct: “zullen we eerst langs blauw gaan en dan langs rood?” (shall we first pass through blue, and then through red?), indirect: “dit lijkt me wel een aardige route” (this looks like a fine route to me), “volgens mij is dat de meest logische” (I believe that that is the most logical route).
RP

route proposal

IRP 

invitation to RP 

RPA

route proposal agreement 

RPR

route proposal rejection

RPD

route proposal defence
RPRA

route proposal rejection agreement
RPRD

route proposal rejection defence
RPDA

route proposal defence agreement

RPDR

route proposal defence rejection

NRPR
non-linguistic route proposal rejection: rejection of route without explicitly saying so; “mwah”, is a famous dutch sound to indicate a low level of enthusiasm.

Volunteering of Proposition, VOP 

“Facts”, whether they are true in reality or only in the eyes of the person telling them. Remarks, not having anything to do with the task or the negotiated route. Remarks about experiment itself, but not influencing the  negotiation, such as reading aloud names of maps, points, etc. 

VOPA 

volunteering of proposition agreement 

VOPR 

volunteering of proposition rejection 

VOPD 

volunteering of proposition defence 
IVOP 

invitation to volunteering of proposition 
Counting, CNT 
For example: “een, twee, drie…” (one, two, three)

Request for Clarification, RFC

When person indicates that he/she doesn’t understand the other person, either on the level of language, “wat zeg je, ik versta je niet” (what? I didn’t hear you), or on the level of routes, “welke blauwe stad bedoel je nou, ik zie het niet” (which blue city do you mean? I don’t really see it).

Clarification, CLR

Reply to RFC

Supportive back-channeling, SB
Supporting other person to go on talking, meaning one is still listening and understanding what other person says; “hmmm” “ja ja” “ok”

Acoustic moaning, HEHE 

Especially for the Dutch participants, category to put in all their sighs and moans and non-linguistic expressions of tiredness and fatigue.
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� This manipulation will play an important role in future SLOT conditions where the use of the pen-gesture modality will be made unavailable. In such a condition, participants will have to revert to describing routes using purely verbal means. Verbally describing routes through non-euclidean maps is much more difficult because one cannot reduce a route description to a series of the concepts “up”, “down”, “left” and “right”.


� For details on the cost rule in the competitive version of SLOT, please refer to De Ruiter et al., in press


� The attentive reader may have noted that the speech durations and the silence durations do not add up to the total negotiation times. This is because participants often speak at the same time.


� This is a sophisticated procedure for finding the optimal regression equation, in which variables that do not contribute significantly to explaining variance of the dependent variable are removed from the equation, and variables that do so are (re-)entered in the equation iteratively, until a stable solution has been found.


� An X- “defence”, in this document,  means bringing up arguments that support a previously made X


� These 4 categories refer back to previous ones minus one character. It is possible that these codings tend to be very long, but they are systematic in nature.






