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o ’ HEURISTIC GRAPH-SEARC 1 . DURES

546, THE HEURISTIC POWER OF EVALUATION
~ FUNCTIONS

The selection of the heurist.ic function‘ is crucial in determir.xirfg.t_he
heuristic power of search algorithm A. Qsmg h=0 assures a.dmxssxblpty
but resultsin a breadth-ﬁrst.search and is thus usually inefficient. Setting
h equal to the highest possible lower b.ou.nc‘i‘on h* expands the fewest
nodes consistent with maintaining admissibility.

Often, heuristic power can be gained at the expense of admissibility by
using some function for / that is not a lower bound on 4 * . This added

52« - heuristic power then allows us to solve much harder problems. In the
§§" 8-puzzle, the function h(n) = W(n)(where W(n)is the number of tiles
B in the wrong place) is a lower bound on 4 *(n), but it does not provide a

very good estimate of the difficulty (in terms of number of steps to the
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aty—of —a—tile—configuratiom.—Abetter —estimate —is— the function

h(n) = P(n), where P(n) is the sum of the distances that each tile is

from “home” (ignoring intervening pieces). Even this estimate is too

coarse, however, in that it does not accurately appraise the difficulty of
exchanging the positions of two adjacent tiles.

An estimate that works quite well for the 8-puzzle is
L h(n)= P(n) + 3S(n).

_The quantity S(n) is a sequence score obtained by checking around the
“noncentral squares in turn, allotting 2 for every tile not followed by its
- proper successor and allotting 0 for every other tile; a piece in the center
scores one. We note that this 4 function does not provide a lower bound
for A* . With this heuristic functfon used in the evaluation function
J(n) = g(n) + h(n), we can easily solve much more difficult 8-puzzles
‘than the one we solved earlier. In Figure 2.9 we show the search tree
Tesulting from applying GRAPHSEARCH with this evaluation function
to the problem of transforming
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Fig. 2.9 A search tree for the 8-puzzle.
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Again, the / values of each node are circled in the figure. and the .
13 uncircled numbers show the order in which nodes are expanded. (In the , Including g tends to add a breadth-first component to the s
f search depicted in Figure 2.9, ties among minimal f values are resolved * ensures that no part of the implicit graph will po pe ea'rch and thyg
: by selecting the deepest node in the search tree.) g‘j . searched. © 80 permanently .
The solution path found happens to be of minimal length (18 steps): The relative weights of g and A .in the evaluation fu
although, since the A function is not a lower bound for 4 * . we were not controlled by using f = £+ wh, where w is a positive numt?:r“(\)/n can be
guaranteed of finding an optimal path. Note that this 4 function results in values of w Overemphasize the heuristic component, while o orge
a focused search, directed toward the goal: only a verv limited spread i va]ues. of w give the search a predominantly breaéth-ﬁ tve}?’ e
occurred, near the start. EX};;nm.entalhevidence Suggests that search efficiency is oftresn gn;rafct:;.
' Yy allowing the value of w to v inversely wi .
Anather factor that determines the heuristic power of scarch al- the search tree. At shallow d:;yths, t;:lZe:r’::l;x t:]eeli(c:septh f}fla node in
gorithms is the amount of effort involved in calculating the heuristic 'heuns:{c component, while at greater depths, the ser:rzirlllll yb e
function. The best function would be one identically equal to A* , - Increasingly breadth-first, to ensure that som:: path to a :Om.es‘
resulting in an absolute minimum number of node expansions. (Such an eventually be found, _ _ goal will
h could, for example, be determined as a result of a separate complete -
search at every node: but this obviously would not reduce the total : TQ Summarize, there are three important factors influenci
computational effort.) Sometimes an A function that is not a lower bound _ heuristic power of Algorithm A . ncing the

on i* is easier to compute than one that is a lower bound. In these cases,
the heuristic power might be doubly improved—because the total
number of nodes expanded can be reduced (at the expense of admissi- i (a) the cost of the path,
bility) and because the computational effort is reduced. L

: _ A (b) the number of nodes expanded in finding the path, and
In certain cases the heuristic power of a given heuristic function can be

increased simply by multiplying it by some positive constant greater than : ) . ..A(_c_)»_-@ESg@ﬁu—t?ﬁimﬂfﬂbmrcquired-mcompu[e 5 .
~one-Ifthis constantis very farge, the sitvation i as if g (7) = 0. In many : ) ' )

problems we merely desire to find some path to a goal node and are : ;{‘he selection of a suitable heuristic function

unconcerned about the cost of the resulting path. (We are, of course, ; actors to maximize heuristic power.

concerned about the amount of search effort required to find a path.) In

such situations, we might think that g could be ignored completely since,

at any stage during the search, we don’t care about the costs of the paths , 25. RELATED A

developed thus far. We care only about the remaining seach effort LGORITHMS

required to find a goal node. This search effort, while possibly dependent - :
- on the & values of the nodes on OPEN, would seem to be independent of 25.1. BIDIRECT

S.1. 10
the g values of these nodes. Therefore, for such problems, we might be NAL SEARCH

permits one to balance these

e
TR

3 ied to use f= as the evaluation function. S%me problems can be solved using production systems whose ru]
‘ can be use .Y fules

_ To ensure that some path to a goal will eventually be found, g should _ possibility cjlsl?oelst:;i; Eirzzii (c’lr a btackward direction. An interestin
i be included in feven when it is not essential to find a path of minimal searching process that models suchlzrz e;): éons sxmultaneousl:y. The graph-
cost. Such insurance is necessary whenever 4 is not a perfect estim ator; if - . be viewed as one in which search : g’eCthna_l P rc?ductnon System can
,  the node with minimum 4 were alway_s expanded, the.search process . i both the start node and from asetp (r)?ceeals e s multancously from
might expand deceptive nodes forever without ever reaching a goal node, - when (and if) the two se goal nodes. The process terminates

arch frontiers meet in some appropriate fashion,
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