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Chapter 1

General Information

1.1 Introdﬁction

These lecture notes ‘consist primarily of photocopies of the actual lectures given in the Expert Systems module.
As such, they are not proper lecture notes. Proper lecture notes for this module have been available in past years.
They were written by Peter Jackson, and are still availble in the South Bridge library. They have since been
expanded and reworked into a book. For this reason, they are no longer made available to students for purchase.

I begin by describing the course objectives, a brief syllabus, and a brief description of some useful references for
additional reading. The slides from the lectures follow.

1.2 Course: Objectives

e To understand the fundmental issues involved in the building and using of Expert Systems

e To understand the essential aspects of the following three knowledge representation formalisms: logic, pro-
duction rules, structured objects; To be capable of taking small examples and casting them into any of these
representations; To understand the types of inference that are associated with each, and be able to apply
different control strategies to accomplish the inferencing

e To be able to demonstrate an understanding of the following four expert systems: (MYCIN, INTERNIST,
CENTAUR, and MECHO) by describing the essential knowledge and control structures used; To be able to
describe how a toy problem would be solved using the same approach.

e To understand the major issues involved in knowledge acquisition.
e To understand how simple explanations of reasoning can be provided by expert systsms.

e To know what expert system shells and high level programming environments are, and some of the pros and
cons for using each for building expert systems.

1.3 Syllabus

Introduction: Introduction to Expert Systems: Defniition, Motivation, Their historical development in AL Es- '
gential features and issues. Introduction to Knowledge Representation and Inference. Production rules:
Definition, Recognise-Act cycle, Forward chaining, Backward chaining, simple examples

Logic: Introduction to Logic, Propositional Logic, truth tables, logical implication. Predicate Logic, Practice in
encoding things in logic (brief). Using Logic: General system structure, Backward and forward chaining
control strategies, Unification Automated deduction, theorem proving, sumary logic.

MYCIN: This is the classic example of a production rule-based expert system. Background of the domain; System
overview; Details of the knowledge base structures; The control mechanism: backward chaining; A detailed




example of how a typical consultation proceeds. MYCIN model for reasoning with uncertainty, Summary)
and Evaluation of MYCIN. '

Explanation: question types; illustrate HOW and WHY explanations as goal-tree search; Problems and current
research topics "

Knowledge Acquisition: Initial creation and later refinement; types of bugs found in rule sets.

Structured Objects' Semantm Nets and Frames, Conclusion for knowledge representation formalisms. Compare
and contrast pros and cons of each.

INTERNIST: Expert system for internal medicine. It uses structured objects as a central knowledge represen-
tation formalism; Study the control strategy used for problem solving

CENTUAR: Exper.:t system which mixes rules and structured objects. Overview of system components and
interactions. Details of knowledge structures, and control mechanism.

MECHO: Expert System for solving mechanics problems. It uses logic as its primary knowledge representation
formalism. Details of knowledge structures, and control mechanism.

Conclusions: Rewew major issues, Building your own expert system; Available tools; Expert System Shells, ngh
Level Programming Environments, Toolkits. State of the art; Summary and Conclusions

1.4 Suggested Reading Materials |

1. Waterman; “A Guide to Expert Systems”; 1986
While not very technically oriented, is indeed an excellent introductory guide to expert systems. There is an

overview of the field, a point by point discussion of what the process of building an expert systems entails
(including a section on common problems and pitfalls). There is also an extensive bibliography of some 200
expert systems reported in the literature. The indended audience is anyone interested in getting familiar
with the basics of expert systems technology with an emphasis on finding out what if anything it can do for
you, whether you are a bank manager, software specialist, or whatever. As such, it has very much an applied
flavour rather than an theoretical one.

2. Jackson, Peter; “Introduction to Expert Systems”; 1986

This text is considereably more technical than the Waterman text aimed at a different audience, namely third
and fourth year university students, or first year postgraduates. He begins by giving an overview of artificial
inteligence and describes how expert systems grew from this parent discipline. He then goes on to describe
the three primary knowledge representation formalisms which have found use in expert systems: production
rules, structured objects, and predicate logic. This is augmented by discussion of control strategies which may
be used for each, and a number of practical issues which arise using plenty of examples. Following this, he
describes in some detail a number of expert systems which exemplify the three formalisms. There is generally
a fair bit of analytical discussion comparing the pros and cons of the techniques used by each system giving
the reader a fairly good grasp of many of the practical and theoretical issues involved in building expert
systems. At the end of each chapter, there are several very useful (some very substantial) exerises which if
faithfully done would give the reader having finished the book, a rather solid grasp of most of the important
issues in building expert systems both from practical and theoretical points of view.

Overall I reccommend the text, which began life as class notes for the Expert Systems module of the second
year undergraduate course at Edinburgh University, “Artificial Intelligence 2”. This book still forms the basis
for the course. One major complaint is his inconsistent treatment of the assumed competence and background
of the reader. Sometimes very basic issues are well described but very often, he assumes too much of the
reader. He uses lots of buzz-words and phrases that readers unfamiliar with AI can’t be expected to be
familiar with. Also, I would be wary of his treatment of AND/OR graphs insofar as its relationship to state
space search. It is rather confused and in my opinion partially wrong.

3. Hayes-Roth, Waterman, and Lenat (editors); “Building Expert Systems”; 1983
This book is misleadingly titled. It is not a text as such describing how to build expert systems; rather it
presents an overview of the field at the time by over forty contributing authors. Noteworthy is the fact that it
contains the first attempt at classifying the sort of tasks for which expert systems may be appropriate. Also,
overviews of a dozen or so of the earliest and most influential tools for building expert systems are presented.
The results of an experiment which used all of these tools on a single task are presented.




4. Buchanan a:nd Shortliffe; “Rule-Based Expert Systems (The MYCIN Experiments of the Stan-

ford Heuristic Programming Project)”; 1985

This is a large work deecribing in depth the MYCIN experiments at Stanford. As this work has been ex-
tremely influential on the field overall, this book is worthwhile. However, insofar as it presents the views of
only one research group, is not a general text on expert systems.

5. Weiss and Kulikowski; “A Practical Guide to Building Expert Systems”; 1984
This is also somewhat mistitled. It describes the many experiments performed using EXPERT, an expert
system developed by the authors at Rutgers. It is more a guide to building expert systems using the EXPERT
formalism. It is much less comprehensive than the “Rule-Based Expert Systems ...”, but nevertheless does
address most of the major issues in building expert systems.
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The intent of these notes is not to be a self contained and adequate description of logic. Such
descriptions abound in textbooks. Rather, it is a summary of the lectures with commentary
indicating the key issues and some explanation when necessary. | have included pointers to other
sources for a more complete treatment of logic.

sesasennan DGE) AIMER *oetsssses

We need some language for encoding our real world knowldege. What characteristics must it
have?

« High expressive power - I there must be a way 1o represent most things that you are
likely to need.
* Non Ambiguous - No symbol or symbol structure can have more than one meaning.
» Rules of Inference - It must be possible to reason with the knowledge.
LOGIC is such a language.

3

1. What is Logic?
Logic Is many things to many people Even within Al, there are a number of destinct roles that it
.plays. The bast reference for explaining the various roles of logic in Al Is an paper by bob Moore

called "The Role of Logic in Al". It is highly reccommended reading. He discusses three major -

roles:
+ As an analytical tool for representation languages

* As a knowledge representation and inference formalism
» Logic programming

We concentrate on logic as a representation language and Inference system. We will largely
Ignore the first and third roles. Logic is a formal language for representing knowledge.

A fundamental notion in logic is that of truth. Statements are either true or false. Often, however,
we are not concerned as much with the actual truth or falsity of an assertion or set of assertions,

- but rather we are concemed with how to make truth-preserving inferences. For instance, we might
have a rule which says that if it is raining, then you will get wet. Here, we are not so much
concerned whether It is raining or not, at a given tima, but rather that Iif it was, then we can infer
that you will get wet.

Logic has a rich set of such truth perserving Inferences. The example above Is called modes
ponens.

. Historical Overview

Syllogisms ~ Aristotle .
Pros: Can quantify over individuala
Cons: Limited types of infexence
Limited Expressive Capability (no connectivas)

x

Propositional Logic - Boole
Pros: Can form complex exprassions
' Many rules of inference .
Cons: Limited expressive capability (no quantifiers)

Praedicate Loglc - Frege

!“3 M e USL\\Q\A

Logic {1t

® 2

Pros: High expressive capability
* connectives
* gquantifiers
Many rules of inference
Cons: Can’t always decide if a theorem is true

2. Propositional Logic
= Definition of Proposition - Any statement which Is true or false.
» Connectives - These may be used to build complex formulas. They include:
«&and .
" evor (not exclusive or)
* ~ not
» => implies {if ... then...)
» <=> equivalence
» Building complex formulae - Any legal formula is known as a: Wall Formed Formula

{WFF). There are specilic rules for building complex formulae using the connectives
defined above. | summarise these here:

1. A proposition is a formula

2. If "p" and “q" are formulae, then the following are also formulae:
*(~p)
*(~a)
“(pva
s{p=>0q)
*(p<=>q)
3. Only expressions using rules 1. and 2. are farmulae.

Eg: [pv ~(q=>1x)] & ~s This is legal

P=>q&

\
[~p=>)vzx]=>s / These are illegal

« Encoding English as Propositional Logic - Some Guidelines:
1. Retain maximum expressive power.

2.Look for smaller propositions within larger ones and represent these
seperately.

3.Look for keywords in English which suggest use of one of the conneclives
above. .

*&and

« v or (Watch out for use of "or” in English as "exclusive or)
« ~ L ook for negatives {Doesn?, No, not} '
+=> Look for: if... then...; whenever; unless

+ <=» Equivalence

Examples: :
Nigel is hungry P
Tom is sexy q
It’s not warm and I‘m shivering ~z & 3

I£f Tom is sexy, I'll go out with him q ==t

Locee 7,




%‘l-_
Q.
o
e
o
|8

o 3 @

Either Tom is not sexy, or
I‘11 go out with him. ~gv t

NB:Tha last two ara equivalent in meaning if you
interpret "or" as: "ona or the other or both".
Convince yourself that this is so!

« Evaluating the truth of formulae - Using truth tables. First, we must define the
meaning of each connective. Then the procedure is as follows:

1. Pull apart the formula into its constiluent pars which are joined by connectives.

2. Evaluate each separate bit on its own. (ie, call this procedure recursively,
slarting at step 1 again)

3. Treat each bit as a simple proposition and use the definition for the connective
in question to get the overall truth valua.

As an example, consider the WFF: [P & (P —> Q] --> Q).
Example:

) ﬁi"}.zﬁ-:}ﬂ; [=p |P==>Q |~PwvQ | [P& (P ->Q]-->Q
t

e | £ I t 1t | &
t | £ | £ | £ | £ I €
£ 1t it 1t Il e | &
£ 1£ 1t |t It 3

= Reasoning - The type of inference that Logic allows Is deduction. Ruwles of Inference
enable one to derive new information from existing information. We refer 1o this new
information as a conclusion, and refer to the old information as the premises. In
applying logic. we do nol randomly generate conclusions. Rather, one normally
makes a conjecture and tries to prove it using the rules of inference. Once this
conjecture is proven, it becomes a theorem, and may be added 1o the current set of
premises. A theorem can also be used as a more new rule of inference 1o prove other
mora complex theorems, For exampla, recall high school geometry. You start with a
set of baskc axioms and gradually prove more and more theorms. The simpler
theorems are used 1o prove mora complex theorems.

A theoremis defined to be a formula which Is always trus. This is also known as a
tautology.

Example Rules of Inference:

1. & elimination Given: p & g

A
- . I!_I.;;E‘ q
2. modas ponens Given: p ?
p=>q
Infer: @ )

Useful Equivalences: a. [~pvgl <=> [p=>q]

b. ~[p & gl <=> ~p v ~q

e. =~[p vgl <=> =~p & ~q

These may be used o draw inferances, or prove theorems. Convince yourself that
these are true. Appeai o your infuiiion. ii you cannoi iniuii weli, you should atiempi io
prove these equivalences by using a truth table analysis.

Q .

3. Predicate Logic (also known as First Order Logic)

Propositional calcutus is limited. You can't get "inside” a proposition and make use of the
similaritios of two different propositons. Eg. Consider the two propositions:

P: Socrates Is a man. Q: Socrales Is a philosopher.

There is no way to make use of the fact that both propositions perlain to Socrates. The language

_ of predicate calculus provides a solution to this problem. Statements in this language are about

objects or individuals and properties about them and relationships between and among them.

We would represent the above predicate P as "man(socrates)” and similady, Q becomes
*philosopher(socrates)”. From these two predicates we can deduce that "Some men are
philosophers™. This would not have been possible in propositional logic.

At the most general lavel, in predicate logic, statements are about:
« objects (or individuals )
« properties of objects
= relationships between objects

More formally, Predicate calculus consists of the following:

« Predicates': Staternents which are either true or falsa. In this regard, they are similar

to propasitions in propositional logic in this respect. They may however, have one or
more arguments.

= Arguments. These may be one of threa types:
« Variables: Empty stots which stand for either functions, or constants,

+ Constants: These are functions with no arguments.

* Functions: “Retum” objects related to thelr arguments. May have one or more
arguments.

» Connectives: Same as for propositional fogle.

« Quantifiers: “for all* and "there exists"
(All X) p(X) Is read: “For all X, P(X)"
{Exists X) p(X) is read: "There exists an X such that p(X)"

Encoding English into Predicate Logic

Simple Examples:
All men are mortal
(All X) (man(X) => mortal(X))" .
Every child has a mother
(A1l X) { cbild(X) => [(Exists ¥) mother of(X,¥)] )
No married person eats £ish .
{311 x) { [married(X) & person(X)] => ~eats (X, £ish) }

Two -équi.v;alt;_nt versions convayiﬁg the same meaning:
¥ou can’t ba a husband without being married to some woman.
(A1l X) ~{ husband({X) & ~(Exists Y) [married(X,¥) & woman(¥)1}
*ork h
Every husband is married to soma woman.

T conform with PROLOG terminclogy. The comect tarm for this Is "atomic formula®

om0
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(All X) { husband(X) => (Exists ¥) [married(X,¥) & woman(¥)]}
Things to considar:
Choice of vocabulary depends on
* Level of detail desired
* Degree of flexibility required
The predicates used will vary from domain to domain, but soma
predicates and rules keep showing up time and again, across
many domains. Examplas of this includa thea equality
predicate, and the law of transitivity.

Interpretation of a set of predicates and rules may vary. An example of this is the law of transitivity.
It can ba interpreted as many things, including descendent, taller_than, numerically less than etc.

" While this is the case, it Is important o note ihial many possible interpretations are ruled out as

well. For instance, if the predicate “foo” is transitive, then it MAY NOT be interpreted as
“father_of*, or "is_a_good friend_ol* etc. It is extremely important that some consistent
interpretation of all the predicates and rules is possible, otherwise, it will be of no use to you.

Some Useful Equivalences with quantifiers:

~[(Exiatas X) p(X)] <=> (A1l X) ~p (X)

~[ (ALl X) pi{x)] <==> (Exists X) ~p(X)

The interpretation of these in English is fairly compelling. Let us use an example. Lel the predicate
“p(X)" refer 1o the complex predicate [person(X) & happy(X)]. To say that it is not the case that
there exists a happy person (ie, there are no happy people), Is really saying that all people are
unhappy. Similarly if it Is not the case that all people are happy, this Is equivalent to saying that
there is at least one unhappy person. These equivalences, and the others we saw in propositional
logic can be used to show that the two logic representations used in the example above about
husbands being married to women are in fact logically equivalent. | leave this as an exercise.

For a particular domaln, represent all the relevant facts and relationships using predicate calculus
notation. Consider the domain of mechanics. We will need all of the following:

« Usual axfoms of arithmetic {<, >, +, -, * ...}
« Notation for units
Eg: grams, acceleration, etc

» Object typas
Eg. Instance_of(part1, pulley)

. » Spatial Relationships
 Eg. contact(pan2, endt)
incline({part2, table, 30 degrees)

« Laws of Physics tos
Eg. equals(Force, times{Mass, Acc)) K

Limitations of Predicate Logic

: The predicate logic we have been discussing is often known as first order logic. it allows you to
quantify over objects or individuals. But there are still some statements which you cannot
represent in first order logic. This occurs when you wish to quantify over predicates and/or
functions. Examples include such statements as:

"Jim has some disgusting habits"
(Exists H) habit(H) & H(Jim)

“John loves everything about Mary"

LoGit/ 5
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(A1l P) paraonal characteristic(P) & P(mary) --> lovas (John, P)

A natural way to define of equality:
(A1l %, ¥) { X=¥Y <=> (All p) [p(X) <=> p(¥)]

Other problems inciude:

« Can't properly represent possibility. Eg. If the earth were much further from the sun,
then life would
never have evolved on .

= Can't Properly Represent and Reason about Time and Events

Summary: Encoding into Predicate Galculus

Most difficult part is choosing vocabulary. Some impartant criteria for success are:
« Any fact in a domain must be representable.
« Simple facts should look simple

« Intuitively similar facts should look s!mila(

Furthermore, it cannot be stressed too much that every symbol and every expression (ie, symbol
structure) must unambiguously denote something in the real world.

4, Using Logic

Overview

« Structural Overview - What would a system which used logic look like? What are its
major parts? How do they interact?

« Inference Rules - These are what we use to do reasoning. How can we derive new
information from existing informalion in a principled way?

. Contro[g!rategTes
+ Forward Reasoning

* Backward Reasoning

» Unffication - This Is a process which we use to find out which inferences we are
allowed to make. Rules of inference may only be used it some way can be found to
salisfy the premises. PROLOG uses unification. :

= Automated Deduction - How might we automale a system so that it‘performs the
correct inferences with minimal external guidance.

« How does Loglc stack up? - We have explored one representation formalism. There
are others which we will see later, What &re the pros and cons.
A system for using logic will consist of a database which contains a set of predicate cakulus
asserlions currently “"believed”, and some mles of inference. With this, we can derive new
Iinformation. For example, consider the following:

Given: Id Justification
(All X) [male(X) =» living(X)] 1. given
male (harry_2) 2. given

-
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parivation:
male (harry 2) => liwving(harry 2) 3. {1: universal
. . instantiation}
living(hazry_ 2) 4. {2 & 3: modes
ponens}

| have indicated the reasons for each step in the derivation on the right, the "Id" column indicates
the unique idenlity of each “piece”™ of informalion, or assertion. An assertion may be given or
derived.

SYSTEM STRUCTURE - Idealised

-- new -=->
facts

-~ naw -->
facts

INFERENCE
== queries -> ENGINE

DATABASE
<-- accass --

<-=- answars -- <-- retract -

Inferance Enqina: Contains: Rules of Inference
» Assert Facls

» Retract Facts
* Query

There is a question which must be addresed regarding when the inferencing is to be done. .We
have essentially two choices which correspond 1o two different control stralegies. These are:
» Forward Reasoning: Generale information whenever possible

* Fast at query time - Since all the inferences are already performed at query
time, there is a simple look up procedure.

« Slow at assertion time - Which inferences to make?
Assert: (All X) p(X)
Infer: pla), p{ired), p{duck), ...

= This is a real probleml We could go on forever making inferences of this kind,
mos! of which would be useless.

= Backward Reasoning: Genérate new information when queried

= Slow at query time - This is because the inferences are performed when the
query is made. A query will be of the form: Is "p" true, where "p" is some
arbitrarity complex predicate caleulus asserlion. In order for the system to*
answer this question it must either find the asserlion in the database or prove
that it "follows fogically” from the existing set of assertions (ie, to deduce i).

- - = Fast at assertion tima-- Since no Inferences are performed until they are asked
for, asserting new facls into the data base Is very fast.

» Less wasted effort overall

LoGgw 1
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Forward Chalning

Recall the derivation we saw in the beginning of this seclion. It was an Instance of the general form
of argument which we see here.

Given: (A1l X) [p(X) => g(X)]
pla)
Show: gla)

We need to use the inference rule, *Universal Instantiation” to conclude that: p(a) => g(a) before
we can use modes ponens to conclude g(a). We have a serious problem here, namely: how can
you know 1o derive: pfa => q(a)), but not: p(tom => g(lom)), p(atom => glatom}), plidhf=> q(jdht)),

It turns out that these quantifiers which considerably enhance the expressive power of our
formalism don't come for free. It Is extremely difficult to reason with them. We will now consider an
alternate notation which will retain the expressiveness of the quantifiers, but which simplifles
reasoning considerably. . :

Removing Quantifiers !

Hers, | describe very briefly this new notation with no guantifiers. Even though the quantifiers are
not explicitly there, the expressive capability is retained. For this reason we refer to this notation as
implicit quantification. The full blown procedure for removing quantifiers from arbitrarily complex
formula Is beyond the scope of these notes. It is called Skolomisation after the person who
discovered it. | consider a few simple examples, leaving the general case 1o the inlerested reader
to explore on their own. Ses Chariak and McDermott pp 344-351.

Removing Universal Quantifiers - Ftamu\;ra the quantifier and replace the quantified variables with a
7 preceding them. [Eg. “(All X) p{X)" becomes *p(7X)"] This denotes that the variable may match
with anything, It does not matter since the relation holds for all X. This is exactly how PROLOG

does it, except it drops the 7~ and uses capitalised atoms. We will see how this works for us
below. .

Removing Existential Quantifiers - Remave the quantifier and replace the quantified variables with
a unigue constant. [Eg. "(Exisls X) toy(X)" becomes "toy(sk_18)" The intuilion here Is that we only
know that the relation holds far at least one constant. So, let us just pick one and give it a name, it
is absolutely crucial that the new constant is unique. There must be no other constants in the

database which match with it. i thers is, the we could be in trouble because we won't have"

captured the same meaning as the original notation with the explicit existentiak quantifier. For
example, suppose we have the assertion that there exists at least one happy person. According to
our rule, we will give her a name, say jifl. Suppose we had other information in the data base about
Jill, for Instance, that she was a Nazi. We could then conclude that there is at least one happy Nazi
{in particular, jil. This may, of course, be totally falsal We should never have said the happy
person was jill, because we don't know that. All we know Is that there is at least one happy person,
but wé know nothing about the person. Not only isn't it.jill, but it can't be anyone else that we know
anything about. This is why the new name must be unigue.

Examples:

old: (All X) [ cold(X) => uncomfortable{(X) ]
Neaw: cold(?X) => uncnmfor_table (?X)

old: (Exists X) happy(X) & person(X) .

Naw: happy(sk_18) & person(sk_18)

You may find the names we gave io ie consianis a bit sirange, and indeed you may ba right,

1ocse 1w
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Comparison with PROLOG

PROLOG, although qulte similar, is not the same as predicate logic. We devaloped predicate logic
using propositional logic as a basis. As such, propositional logic can be thought of as a subset of
predicate logic. 1t is less expressive. There are things that one simply cannot using propositional
logic. Similay, PROLOG is less exprassive than predicate loglc. In particufar, it only allows a
special type of clause. PROLOG, is nevertheless much closer to predicate logic than propositional
logic and is thus considerably more powerful than 1he latter. .

One of the most imponant differences is the inability to represent true negation. PROLOG doesn’t
know tha difference between something being unknown and baing known to be false. Take the

- example: Joe is Tom's brother. You might represent this in PROLOG as "brother_of(tom, joe)” If

there were no such facts in the data base and no rules which allowed you to conclude that fom is
joe's brother (by some combination of shared sisters, or cousins or whatever) then PROLOG would
answer "no" !o tha query. Or, equivalently, & would answer 'yes™ to the query
“not(brother_of(tom,joe)”. It would be inaccurate for us to interpret this as definitly knowing that
tom is *not* joe's brother, for the database may not contaln any Information about joe or tom.
Similady, a set of predicates about physics, may not have any information about philosophy in it

' This way of dealing with negation is called "negation as fallure®. That is to say, if PROLOG fails to

prove a gaal, then & is taken 1o be false. This is popularly known as the closed world assumption.
PROLOG's world is its data base. Another way to put it is to say if PROLOG doesn't know about i,
it must not be true. Strictly speaking, then the "not* predicate doesn't necessarily mean "not” at all.

" "Rather, it means "not provable™. i is important to realise this when pregramming In PROLOG.

;. Another problem with PROLOG the inability to assert something of the form: p v g without having
- tb explicitly assert one or the other or {p.g}.

Finally, PROLOG has no way to properly represent identity. For instance, suppose you have the
following in PROLOG:

happy(tom).

happyithomas).

. You may wish at some later point to note that tom and thomas are in fact the same persun.' In
" grder for this to be handled properly, a variabe (say X) should be able to unlly with tom and

ihumaes'. This will never happen in raw Prolog. If you want this effect, you have to program It
yoursell, .

4.,1. SUMMARY - Using Logic
'~ eRepresent all facts & Relationships as Predicate Calculus formuale

« Attach an inference engine 1o generate deductions. Two possible control strategles -
are;

1. Forward Chaining - Make inferences whenaver possible as information is-
added to the databasa.

2. Backward Chaining - Make Inferences when";'cu are required 1o answer a
query.

. One is only guaranteed correct deductions when premises are correct.

if the premises are in some way contradictory, then any reasoning which is carried out will be
highly suspect, and therefore of no use. Taking a global view of things, what we mean by
“premises” is really the whole set of predicate calculus assertions and rules. It may not in general
ba easy lo detect contradictions, especially if the set is large. One thing which is essential, and a
good way to avoiding contradictions Is for there to exist some consistent interprelation of the set of
assertions and rules. That Is to say, you must be able to assign some consistent meaning to all of
the predicates and together thay must make sense. This, | have been stressing all along. Every

LoGle /1y
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item In any representation scheme, be it logic or anything else, must unambiguously mean
something!

EVALUATION of LOGIC
PROS:
» Yery expressive formatism
« Inferences are guaranteed correct
« Simplicity of viewpoint. (le no womry about implementation}

CONS:
« Difficult to Encode

» Knowledge is opaque, unstructured

= Inference is Limited

« Deduction only - Other useful lypes of reasoning we have seen are abduction
and induction. -

« No exceplions to rules - In real life, there are always exceptions. We should like
to be able to cope with this. )

= No uncertainty - Everything Is either true or false. Again, this is unrealistic.
References

[Charniak & McDaermott 85] Ch 1, pp 14-21
Ch 6 pp 319-353

[Bundy 84], "The Computer Modellihg of Mathematical Reasoning”
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They are special constants which must have the uniqueness property described above. Since this
process is called skolomisation, the constants are skolom constants (hence the names you see).
We say that we have skolomised the formula. Let us come back to forward: chaining. We noted
that in order to use the modes ponens rule of inference, we had to use universal instantiation first.
But this led 1o the problem of knowing which among the possibly infinite number of inferences one
could should make. Straight forward chaining, which says make any and all inferences whenever
you can is doomed to failure. With this new notation we adopt a slightly different viewpolnt, which
allows us to conveniently handle this problem. We have ihe following situation:

Given: pla)

P(?X) => q(?X) Alias: (A1l X) [ p(X) =>q(x) ]

Deriva: qla)

With this new Implicit quantifier notation, we do things slightly differently. In paricular, we no
longer generate willy nilly instances of universally quantified expressions. For Instance, in this
example, we don't start generating p(a => q(a)), pftom=> q(tom)), .... Instead of making all the

‘inferences possible in this way (and of course getting nowhere in the process), we wait until a

specific Instance of the predicate "p" comes along which matches with the "p(?X}". In this case, we
have "p(a)", so we can safely conclude that "p(a) => g(a)" and thus conclude "q(a)". The key here
is the matching process. It is required 1o determine when an inference will (or can be) made. 1l is
more formally known as unification. A set of expressions are sald to unify if some, set of
subslitutions of constants for variables can be made which will make all the expressions equal. In
this case, the substulion { ?X=a } makes the two expressions: "p(a)" and "p(?X)" &qual. The set of
substitutions is called a unifier. In general there may be more-{han.gne unifier for a set of
expressions. For example, consider the two expressions: "g(?X)" and "q(?Y)". The are infinitely
many unifiers for these expressions. Two of them are { ?X=a, ?Y=a } and { 7X=tom, ?Y¥=tom }. In
general, there will not be so many. The normal convention is to use the greek variable theta to
represent unifiers. Here, | use the symbol; "$". We use the notation "p$” to denote the expression
which results from applying the substitution "$" to the formula "p". Using this terminology, let us

return to forward chaining and present the general case:

Gi: = Pl .’ L.
T e a

Derive: q

If and onty if there exists some substitution of variables "$” such that:

p = pl§ = p2§ e
q = gl

p1mand p2 are sald to unify it such a substitution can be found. This substitution ("$") is called a
unifier. ; .

Conslder the following example:

\

/
Assertion: on(block_1, ?¥)

Rule: on{?X,table) ==> abova(?X,table)
\ /

p2

s erie 1o

$ = { ?X=block_1, ?¥=table }
pls = p25 = on(block 1, table)

Let us now consider Backward Chaining. We noled above, that backward reasoning Is a strategy
which waits until a query is made, and then attempls to answer the query. A query lakes the form
of a predicate calculus formula which must either be found in the database or deduced from the
assertions already in the database. We shall consider the same example. When doing lorward
chaining, we match the left hand side of the implication (the if parl) with existing facts in the
database to see if they match. 1 so, we deduce the then part and add it to the database as a new
assertion. When reasoning backward, we wait for something to deduce, and only then will we
attempt to make any inferences. If we want to deduce that block_1 is above the table, we try to
find a rule which will allow us to conclude that. In particular, what rule has "above(block_1,table)”
in its then part? |f we can find such a rule, then we try to use it. We can only use it if fis i partis
true. So, we sel up the if part of the rule we hope 10 use as a subgoal. This subgoal may be an
assertion in the database. If so, great. Otherwise, we will have 10 apply the same procedure in
attemnpting to prove the subgoal. We will have to look for a rule which concludes this new subgoal,
in the same way we did for the original goal. Note that unification is still of paramount imponanca.
In the example below, we have no rule which has “above(black_1,table)" in ils then part. But, we
do have a rule whasa then pant unifies with it.

Example: '
Show goal: above (block_1, table)
Given: on(?X,?Y) => above(?X, ?Y)
Subgoal: on{block_1, table)
Unifier: § = { ?X=block 1, ?¥=table }

1 now present the general case for Backward Chaining.

Show goal: ql
Given: pl => q2
Subgoal: P

Find substitution "$" such that: g = gl$ = 2§
, p = pl8
Automated Deduction

it is now appropriate 1o say a few words about how we might automate the deductive

Agalin, it is beyond the scope of these notes to go into any detail. The Interested reader ks referred
to Bundy (see above) for a most thorough and well presented exposilion. For our purposes, |
simply outline the overall scenario. First, all quanttfiers must be gotten rid of, it's just too difficult to
réason with them. Secoridly, we must have some formal way of doing Inference. We saw many
examples of inference rules. If you're trying to prove some formula, there may be many ways lo go
about it. You will have to choose among many options. This is seen to be a great disadvantage. it
turns out that only one rule of inference is actually needed. This rule Is called resolution and is a
generalisation of forward and backward chaining. We make deductions by repeated application of
this rule. With this great insight, the problem of searching for which rule of inference to apply goes
away, but there are still other problems. In particular, it Is in practica very dilficult to find unifiers
efficiently, especially for realistic sized problems. There are other serious search probiems as wef,
which are outwith the scope of these notes, and in fact constilule a whole sub-field of research.

1 aSae |}
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. Predicate Logic

Predicate logic is a symbolic language [a calculua] which can
be used to describe and reason about items and relationshlps
between these items, There are rules for forming symbolle
expressions, and for manipulating the expressions in well-defined
ways. The manipulation rules are designed so that the symbollc
expressions that they create have meanlngs which are
aystematically related to the meanings of the original
express lons,

[Notlce that the definitions given here are slightly non-standard,
aince most mathematical descriptions of logic use a very amall set
of symbols, rules, ete., to define prédicate logic. Here, we will" '~ - =~
introduce symbols and rules in a leas economical way, in order to *
get the same effect but in a clearer, more intuitive way.

1. The symbols

The basic vocabulary used in pradicate calculus contalns:

Brackets: } and { .

Names: these include variable-names, constant-names, function-names,
and predicate-names. Each function-name and each predicate-name has an
narity" (a positive integer indicating how many arguments {t takes).

quantifiers: ¥ and '

Implication: -

Negatlon: =~

Boolean connectives: V

Equlivalence: -

and N

There are syntax rules which define the
these , together. Symbolic
categories:

valld ways of putting
expresaions fall Into Gtwo broad

(1) Terms

Theae consist of -

variable-names e e T
conatant-names

any function-name of arity N, combined with N terms
(e.a. r(a,b,e), or gff[x1.xa.13), b, h{e,d))

[li) Formulae

The simplest form (known as. an atomic formula) is a
predicate-name of arlty N combined with N terms, e.g..

3{:&;&:&',’;;'].”:;. h(a,b))

The other forms of formula can be bullt wusing formulae &=3 tne
other symbols, as follows, Assume S and T are form*.ae of some

b{’ﬁ L A v
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kind. Then: F e Q

S=>T

-8 -

saT ™ : ‘
SvT

SaT

are all well-formed formulae. The connectives used to form these
compound formulae are usually read as “impliés™, "not™, “and®,
*or'' and "equlivalent to", respectively. There .are other more
complex forms of formula, {involving quantifters, which will be
described In later sections below.

Notlce that these rules simply define how the syasbols say be
stuck together to make formulae - they say nothing about what the
formulae mean, or about how to manipulate a glven set of formulae.

Predicate calculus can be used to describe any "world® which

has the lollowing lorm:
There is a set of objects (the munlverae™ or “domain®).
There are a set of properties that each object may pa3sess.

There are functionsa; each function will {given some objects) b
single out some apecific object,

There are relations which can hold between objects.

Ekample

If we were dealing with elementary arlthmetlic, then we alght
use:

Objecta: 0, 1, 2, Jiaeuss

Properties: 0dd, Even, Prime, etc.

Functions: Addition, Subtraction, ete.

Relations : Equal, Greater-than, Leas-than, etc.

Let us look now at how the expressions [terms and ronmulae) are
assoclated with their meanings in teras of objects, relatlons,
ete. This i{s done with "interpretation rules® {alao known, in the
cese of formulae, as "truth conditions®). These rules specify
what object in the universe each term refers to, and exactly what
circumstances [in the unlverae] would make a formula be classed as
"Lrue", A universe like this, together with the assoclations
between symbolle expressions and the universes, s referred to as a
“"interpretation® for the set of formulas involved.
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It is hard to explain exactly how these- rules are deflned’

Mithout becoming rather mathematical, but the general ldea is as
follows: ’

Each 1-place predicate-name (i.e. with arity of 1) {s
assoclated with a property.

Each predicate-name of arity N [greater than 1) is assoclated
with a relation which has the same arity [1i.e. takes the
same number of nrgunanta].

Each N-ary function-name is assoclated with a function taking
N argumenta {ror any H].

Each constant-name i3 associated with a particular object [ln
the universe).

Then the truth-conditions [l.e. interpretations of formulae) are
such as might be expected: :

Atomic formulae

Let P.be an n-place predicate, and let X1,....¥n be terms
{i.e. constants, or runction-argument expressions). Then

p(x1,x2,....,Xn)

is true if and only If the relatlon assocolated with P In the
universe holds between the objects assoclated with X1,...Xn.

For more complex formulae, the truth-conditions are deflned in
terms of the varlous parts of the formula, as follows, Let S and
T be any two foraulae falthar atomle formulae, or more. complex
formulae made up with connectlives).

Conjunction . '
The formula
(s ~ 1)

fs true 1n the Interpretation if and only if S is true - in the
interpretation and T is true in the interpretation,

Disjunction

The formula

SvT

Is true in the Interpretation If and only if elther S i3 true In
the interpretation or T Is true in the interpretation (or both).

Negation

The formula
- S -

1s true in the interpretation {f and only if S s false In the
interpretation. ' '

Implication

The connective "«>" can be confusing. One way to think of
the meaning of "S => T" is to regard it as a shorthand for the
formula "~ S v T", (As noted above, we could get by with [fewer
symbols and define the other symbols in ‘terms of just [rar
examplej the two connectives "= " and "?). The formula

S =T

is true (f it i3 never the case [ulthln the interpretation) that S
is true but T is not true. This Is only an approximation to the
informal, everyday meaning of "S implies T", so care 13 needed In
using 1t. (Check for yourself that treating S => T as ~S v T
will give the same meaning).

Equivalence

The formula "S « T" can be regarded as a shorthand for
(s a>T) (T =>5)

In terms of interpretations, S = T {3 true iIf it Is impoasible for
either S or T to be true without the other also being true (in the
interpretation).

For any glven set of formulae, an iInterpretation in which
they are all "true" is called a model for those formulae.

3. Quantification

One extremely useful aspect of predicate calculus 1s Its way
of making general statements, using the quantifler symbols, The
“universal quantifier™, ¥ , can be used in formulae of the form

(v x)s(x)

where x. is any varlable, and "S(x)* s any formula (not
necessarily atnmlc] which contalns the variable x and in whlch
there are no symbols (V x) or [ Jx) already. The variable x 1is
said to be "bound® by the quantifier, and the formula is read as
ufor all x, S(x)". (An unbound variable - i.e, one which does not
have an assoclated quantifier along with it - is said to be
"frea").

The Interpretation (truth-condition) for a universally
quantified formula is that if we try replacing the original x [in
s(x)) with the name of any object in the universe, the resulting
veraion will be true, That s, "{vx)s(x)" is a kind of general
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assertion that S Is true for any object in the universe, with x
marking the part of S that reafers to the object.

The other quantifier, 3 , 1is known as the "existential
quantifier®, and it can also be ussd in formulae containing a

variable which {s not already bound by another quanti{fier, That
is,

( Ix)s(x)

Is a well-formed formula, providing that S(x) 1s a well-formed

formula contalning x and not including any symbols "(¥x)" or n(

x}“. This statement Is read as "there exists an x -such . -that .
S{x)J", and it is again a kind of generallsation about obJects in
the universe. The interpretation of this formula 4is that some
object can be found in the universe such that S 1s true when that
object's name i3 inserted in place of x.

Notice that there can be well-formed formulae which have no
truth-value assigned to thea by an interpretation, aince they do
not make assertions about the universe, A formula with no free
variables is called a sentence or a glosed formula and 1s assigned
a truth-value under an interpretation; a formula with free

varlables 1s called a non-sentence or an open formula, and cannot
be assigned true or false.

4. Rules of inference '

So far we have shown:

(a) how well-formed formulae (terms and formulae) are built using
formation rules,

(b) how a well-formed term can be associated with an object in
the universe

(¢) how a well-formed formula (strictly, a closed formula) f{s
given a truth-value using truth-conditions.

This does not let us do anything very ‘execlting, except devise

universes and write down formulae desoribing them, The importance
of predicate loglc comes when we add inference rules, These are
rules which state how, given a sst of true formulae, further true
formulae can be produced, using only symbolie manipulations of the
formulae (i.e. without Gonsulting _any model), This 18 useful,
since It means that a peraon or machine can be given a small set
of loglcal formulae and can derive other formulae from them, with
a guarantee that the newly computed ones will be as true as the
origlnal . ones. Hence 'a partial description of a model (usins a
few statements) may be filled out into a more detailed

description, or "deductlons" can be made which were not in the
original data.

Some of the inference rules are intuitively eclear, For
example, one [s based on the idea that if a formula is true for
all objects, It is true for some particular object:

. ) 6‘ !

From -
(vx)s(x)
Deduce =
s(t) (ror any term "t®),

Another useful rule captures the idea that If S impllea T, and 5
i3 true, then T must be true also:

From -

5 =T

S

Deduce =

T.
Each individual rule may seem ridiculously simple, but they have
to be kept falrly élementary if we are to be aure that applying a
rule will always produce formulae that are as true as the tinltlal
ones, [IP the initlal formulae are not known to be true, but are
merely assumptions, then the deductions are depenQent en the
assumptions, and may not be true if the assueed formulae are not.
This can be regarded as a form of hypothetical or conditlional
reaaonlng}. However, a number of inference rules, carefully
applied, can produce very complex deductlons. Here, in briefl, are
the inference rules In our sketch of loglc.
1. From P => Q and P, deduce Q.

2. Froa {ix]P{x} , deduce P[c] for any term ¢, [provldlng c daes
not contain any free varfables which are already bound In PE:}].

3. From P[c] [uhere ¢ is any term], deduce { 3:]?[: [provtdlng
P(x) does not already contain a bound occurrence of x).

4. From P(x) (where x 1s any free variable), deduce (¥z)p(z).

5. From P, deduce P v Q

6. From P * Q, d}duce P.

T. From P and Q, deduce P * Q,

8. From P-v Q and = P, deduce Q.

9, From P => Q and = Q, deduce ~ P,

10. From P «> Q@ and @ => R, deduce P => R.

11, From (P »> Q) 2 (R > 8}, and P v R, deduce Qv S.

12, From (P «> Q) ~ (R =» S), and ~Q v -~ S, deduce -~ P v = H.

5. Symbolic inference

Although the above Sections suggeat that inference rules
depend on the idea of "truth in a wmodel™, this has been a
misleading simplification. The rules have been deslgned to
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preserve Lruth 51 ,8. generating formulae that are as true as those '

given Initially}, but they are used'without any use of truth or
Interpretation. That 1s, the rules opnrato on ~the symbolic
structure of the formulas, without using truth-gonditions, ao that
it 1s possible to treat deduction as a wholly mechanical symbolic
behaviour. The Inferencer (person or uouputor‘ starts from some
aet of [lormulae (the "axlona“] and, by applying Inference rules,
produces further formulae [narn “theorcma"ﬁ. The notation

F
is short for "thils is an axiom or theorem:",.
Various mathematical resulta can then be proved about the

behaviour of logic systems, usually without any need to refer to
the notion of ™truth" or "interpretation” at all; the only

relevant notions are the derivation of theorems from axioms using*

inference rules. Although the idea of "truth within a model"

- provides the wmotive for all this symbeol-pushing, it can be lald
-aside much of the time when Iimplementing ecomputer systems [for
inference.

) .Examgle

Axioms:
E lvxi ((p(x) ~ R(x,a) ) => 0[!] ]
rlb
Al{v,a)
{4,b constants; x a variable)
We can deduce that
 alv)
in the followlng way [rule numbers are from Section 5 ahnvd]:
{p(v) = R(b.a}] -> Q{b] ) (by rule.2, axlom 1)

- P(b) ~ a(b,a) by rule 7, axioms 2 and 3)
-y b by rule 1, previocus two theorems

This 1s independent of any particular interpretation. {YOu may
try imposing varlious Interpretations on the predicate-names and

constants, and examining the result, For axample, using the set of -

positive, integers as the model, we could have P = Prime, Q = Qdd,
f = Greater~than, a = 2, and b can be the name of any prime].
The typical task which LIs considered {n many systems is of the
fora: ’

Try to find a derlvation (sequence of rules) which will produce
theorem T starting from axioms 51, 52;:‘=.Sn=

[HAﬂHIHG: The question of whether or not a particular formula can
pe derived from a given set of axioms 1{s, In general, not
computable. )

«

7. Validity, Consistency, Unsatisflability

A formula {s said to be valid or tautologous (or a Lautulogy]
if it Is true under all its interpretations. That ls, LI the
symbolle structure of a formula is such that it could not poasibly
be false (for any allowed interpretatlon of its symbols), then it
is tautologous (valld). For example,

pla) v ~rla)

ale,d) => ale,d)

are both valid.’

Similarly, a formula is lnconsistent or unsatisflable If 1t
i{s false under any possible Interpretation. For example,

ale) ~ - afe)

is unsatisfiable.

Notice that 1t may happen that a given closed foraula

aantance} is nelther valid [aluays true) nor inconsistent (aluaja

false). It may be true under some interpretations, and false
under others. For’ example, '

p(a) => a(b)

might be true for certaln meanings of P,Q,a and b, but not for
others,

A formula is sald to be satisflable or consistent If there is
some interpretation which makes it true (i.e. 1t I3 not
unsatisflable/inconsistent). (Remember that a formula which
contains unquantified (free) variables (i{.e. an open formula) s
neither true nor false regardless of the interpretation}).

8. Soundness and Completeness

In designing an inference system, it is essentlal toc consider
whether the proposed inferance rules perform in a deslirable way.
The first question to consider about an Inference rule 1s - does
it generate unwarranted deductions?

An inference rule is saltd to be sound if, glven an inltial
set of axioms (formulae) which are satisfiable, the deduced

* formula is satisfiable by any model which satisfles these axloms.

That s, It does not generate formulae which might be true when
the axloms are question are false.

The other ojvlous questlon about a system of inference is -
will it overlook any deductions? A system of rules is said to be
complete if, given a an initlal set of axioms, it allows the
deduction of every formula which would be true I those axioms
Were true.
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All the inference rules given above are sound, and the system
a3 a whole is complete; we will not attempt to prove these results
here. As commented earlier, the verasion used here s somewhat
verbose - it is possible to have a complete version of predlcate
logic with only one inferance k ruls. In fact, the baat known
system of machine inference for predicate loglc (reaolutlon] is
Just such a system.

L

9. Logical Axioms

A logical description of some "world®™ or subject-matter has
its information in two forms - axioms [rormulae that are taken to
be-true) and inference rules (deduetiona that are aound}; There ls
not one fixed way of arranging such a logical description - it 1s
possible to reduce the number of inference rules by increasing the
number of axioms, and vice-versa. Inference rules capture certain
generallsations about what deductions can safely be made from what
kinds of facts. These same generallisations ocan (altarnablvalr] be
represented wWithin a logical system by inserting more axioms,
The usual arrangement (not the one followed here] is to have only
one or two inference rules, then have "logical axioms" which
contain the extra necessary information. For example, suppose a
aystem has the rule of "Modus Ponens" (our Rule 1 above):

4
P =>Q

Q

Then any rule of the general form "“from X deduce Y" can be
replaced by a "logical axiom" of the form

X=X

{providing both X and ¥ are "closed” - i.e. have no unbound
variablesj. Consider the effect. A rule "from X deduce ¥Y" causes
"y{" to be 4 theorem 1f X im found to be a theorem. This la exactly
the effect that the re-formulation will have = if X i3 a theorem,

then this axiom "X => ¥Y" will - glve the followlng Modus Ponens
deductlon: :

X
X => Y

Y
Hence the two arrangements are equivalent,
The traditional set-up is: '
(a) very rew inference rules
(b) several "logical axloms™ which use the "=>" connective to

bujld-=in the required inferences, as above, and whioh are

nothing to do with the subject matter (i.e. they ars purely
loglecal generallsations},

@ o |

(c) when 1t fs required to actually describe 3ome subject ?fttet

[i.e. apply this system to acme probleu} more axloms rng:

" jogical axloms") are added to capture the apecific [acts
about thia particular universe.

A system contalning just (a) and (b) Sor just (a), 1r :slng Lt:
approach employed In these notes), 1a called 3 predicate

calculus".

Notice that inference rules (and logical a:lou:] are really
atterns which could apply to a wide range of formulae (i.e. t?ey
are fschemas" which indlcate the form of a valid lnferenc:ho: :ha:
logical axiom). These rules can be applied to formulae othe
those called "P" or "Q". .

10. Concluding Remarks

it should be emphasised that this ia a very ak:tchi;
informal, wunrigorous introduction to predicate loglc. IR :e:al.
mathematlcally precise, and 13 intended only to convey the‘iz eral
ideas, so that the reader can start on 8 proper textbook W
understanding of the overall picture.




Chapter 5

MY CIN

R S IR e,



u' wy  STADS

B DA NS ﬂ TEEM-:T

az.&ﬂpnuluts of s

..-o‘l..rh ;"’ s R

cal E!QIPT-_'\ _S_;_.;S'i-e_\yus;. :

AbviSerzy !

! USE CompuWTERS ¢

J

. Ma an o513

Tr‘En* ""-CV\*‘ '

"o Cost
8 +tas wwudh o Forwmation,

@ "tse.usra.:‘:‘l\l.cul M3 Teibution o{' e.x-?{r'\\‘ie <

reSouve &3
2  scarcity of ?h:.._sm.\qu\j' &\'Hg

< Ml

. 2 T'\,PlCﬂL of Gf‘anﬂ{ C-las.; a’F %.S’

+ dta&yoant
#advice

n Realistie C#MP( < ‘:‘!‘3 .
¥ fulfils a need
& h'.%h ?.anra-mute
b rq\'ungt.luflj
“ ¢ wseabillhy

Cnen-teq)

.

] I.2SPmED Ok . Systems
% new dowmaiws -
# extea Caclities
-] fgpla wati o
e Kniuleda, cu:gu;s (tioy

i

. T

e e R P T

MUC N DOEMAIN

ErC———

BLoeDd /NFECT/ONS

ANTIBleTIC ! Dryg desigued to Kill bacteria

or arrest qrowth

O MPLLCATIONS ) ¢ No '51‘\'\@9 Avoq wernts For
o.'n[ ﬁﬁ.t"i!r\'q-

e Some are ‘tewre

He ESL(,' Recommead Therapy

) Does pakient have wwFectiby ?
3 Idenyify Res?qnslate (Jr:‘,lqm's-.g
3 F-:nﬂ f‘\wro‘:r\afcé bru.c_\r
'ﬁ S{'\_ed‘ fl_g-_t o\ruﬁl&! .

Dl L L TN RS S

Myein 1y

- —

sy e




= bddg_“
o lab

Racteriq oave wnerwal

Contaminakion May plizu fe

AGNOSIS §
e — i
"o TNATIALLY CRAT R IA

BASED Fevee 2 pam)

on CLINWCAL
e A4-HT hra 4, :eéwn{-‘?'{.‘.é&“lam

® Drug Sewcitivitie; Vary

ELP 1S NEEBED
o Misuse of Anxioiotics Cover prescriGed (o-20
- 11"1.\'%“ Q.oeq
s Reswtawt Strainr
: : -
NCOMPLET & Evidence. UNEC ERTAW URGAMEm Td

BRUG ECFectweness g S & SFects

NoT EASY (1 |

pwCeRTAIN

—_

Porpes €! T assist Physiclans
ST OB~ E’.xger‘r V) Rn'l:t(noﬂc;‘

% DlAbw oSS

* TOREATH ENT

of Bloesd TNELeTiows

PHD THESS 476
VAW MeELLE

1872,
SHORTLEFE

HiSToly »
Sm——

MALN COP\POMEM‘Q

# Consoltatiomn
+ € x\:\ahaﬁ: Lon

+ Re q wis ttion

MYC N OVERUIE W

*H’ Nowmabﬁ..ﬁl\s?

Ru\'\:!
Parametecs

C TaGles

K

{CorsuimaTe
Po amlﬂ

ExPLANAT Ow
-~)H ?f’?ao t
@'

== Flow of Control
.o TuFor ml'tl?lln

CATAGASE

Pokreat dota’
Diagnoses

Treactrments )

Rute - Acyquisition
PRO LA

*

—  Flow

'—E 'g'\c al CouSu\'ﬁ-é.t. wn 3

'?ah-vm‘f
Stynfl‘on.‘}
LnG rau.nlwy

System  Colleets - Tuformation: 'c,.,"
Clivicnd cam“lﬂrmu H ,
Medigul "l\.q.'h:fj . .:‘

.

'-3:3(--: wirh  badie quettows ,Z
Jq"t-'\'r_m?'\' (.h.;.o.l:lno':.f_[ .
Tn Fr- additlonal mForwmatiom

'3 :_,"':"r ta, Sa 55:5“'5‘ ||':l‘ of - T'f\(ra?.;q

o ;'eqmrs%-' L

© e

** FRED DAAUN .
2) Sex: {Questions 1-3 raguast
DL | ] backgrovad patiert data)
3) Aga
-ss ‘
- 4) Are thero any cuilures far Fred Brm.m which may be related to
the present itness, and lrom which erganisms have been grawn » |
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Chapter 6

Explanation




i LANATION

« What is it? _ _
.—The abz‘lz:ty of a program to explain it's actions.
« Why is it a good thing?

—To enhance user unde:rsta.nding of
l * the static Knowledge Base

* the reasoning employed during a
i consultation

—To facilitate debugging

—For education purposes
+ Filling in gaps
+ Tutorial systems

—To ensure user acceptance.

Implementai;ion Steps

1. Identifying question type (‘natural language input)

2. Determining the relevant pieces of knowledge

,’»genera.ting the response

" o General questions:
—Data base lookup

—Rule indexing (updated-by; Ioak-ahead).
¢ Questions about the consultation:

—Examine patient data
* Data base lookup |

— Justify reasoning

* Program trace of back-chaining of rules.

* Kssentially: searching the goal tree

Questions Asked by Users

« General Questions
— What rules consider symptom Z7

— What organisms are found in the throat?

— What dosage of drug Y is usually prescribec

—What do you prescribe for disease X?

= ete.

e Questions about the Consultation

—~ WHY was a particular question asked?
—HOW was a particular conclusion reached?

— Others:

+ How was a certain piece of information used
«+ What is the current status of parameter X
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Problems

imple rule trace inadequate

- Explanations awkward and verbose
- Some of the rules were control rules

- System has no knowledge about it’s rules ' . _ ' .
(User assumed to know)

- Can’t explain why its rules work

ange of questions insufficient

B e o e L W B e S i B e s, e )

-Is X a good remedy?
(Judgement)

- Which is the best remedy: X Y,or Z?
(Comparison)

- How does remedy X work?
(Procedure)

- Why doesn’t remedy X work?-
(Bzpectation)

- What happens if remedy X is used?
(Causality)

svel of detail same for all users .
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Knowledge Acquisition




KNOWLEDGE ACQUISITION

Definition: The transfer of human expertise to
a computer '
A dif ficult problem!

Knowledge: key to any intelligent system -
—Basic concepts and rela.tionships

—Reasoning strategies

Major Phases:

1. Initial Creation:
—ad hoc techniques

—little automation

2. Debug, Refine, Maintain:
.rarious tools exist

Fringe Benefits

Sharpen’s an expert’s 'thini(i-ng

Caza reveal gaps in an expert’s knowledge
e WDENDRAL '

Permanent record of knowledge for
future generations )

|

" Why is it difficult?

o Human knowledge is:
—complex
.= Imessy

— ill-formulated

o Difficult for humans to identify

—what knowledge they possess

—how they apply it

e The more expert one becomes,

the less conscious one is of their knowledge

e The few techniques developed are

_—poorly understood
—not robust

—limited in applicability

Initial Creation: Qutline

« Identify the role of the system
— Nature of the task

— Degree of interaction

e Characterise the domain

— Concepts and Structure

—Strategies used by the expert

o Select representation formalism

o Blicit actual knowledge

—Interact with expert

—Encode

ITAMY .

oo
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* 'The Role of the System

The nature of the task:

—Interpretation (e.g. diagnosis)
—Design & Planning

—Monitoring

Degree of interaction

—interactive (e.g. advisory system)

—autonomous (e.g. monitoring system)

Representation and Elicitation

Select representation structures

—based on problem characteristics.

Elicit actual knowledge

—Interact with expert.

—Encode

Types of Knowledge:
— Facts 8

—Rules
— Procedural

— Heuristic

— Causal

2 Phe Domain

s Concepts and Structure
~ —What are significant concepts?
—How are they related?

¢ Inference
— How is new information derived?

« Strategies used by Expert
— Are tasks reduced to subtasks?

—1If so, is order important?

—Does optimal order vary from case to case?

' —If so, what are the criteria?
« Probability of a fault
High = do first
# Cost of a test
Low = do first

e Choose sub-domain

Additional Comments

s Measure of Success

—Easy to encode =
+ problem well analysed

x structures well chosen

—Hard to encode =
-+ Try again.

o This is an iterative process!

™




Elicitation Techniques™

Informal Interviews

Verbal Protocols:
(think aloud problem solving)

Observational Studies
(watch expert in ‘natural’ setting)

Automated Techniques

— Conceptualisation aids

— Generate rules from examples

Verbal Protocols

Think-aloud problem solving

Sessions are recorded and transcribed

fc..tter analysis

PROS:
— Natural task situation
—~ Requires little of expert’s time

— Provides much information about how
knowledge is used. '

CONS
— Provides insufficient information about what the

knowledge is and how it is structured.

— Interferes with problem solvir;g
* May aflect competence.

* May try to be more structﬁ_red than usual

May effectively be combined with interviewing.

U Informal Interviews T

¢ Most widely used technique

e Method of recording:

~ Detailed notes
* Distracting
* Wastes expert’s time
* Can miss important information
- Can’t write fast enough
- Importance not recognised at the time

— Tapes: a betier idea

.« PROS

— Quickly get at basic problem structure

— Requires little of expert’s time

¢ CONS

— Details are difficult to tease out
. Hard to ask the right questions

* Easier with prototype to criticise

Obslervational Studies

o Passively record actual consultations

"« Transcribe and analyse tapes

« PROS

— Gives insights into what experts actually do as

opposed to what they thinks they do.

— Good at providing the following information:

% The role of expert and client

% The order in which things are done
* How quickly is problem solved?

% Is speed important?

# The nature of the dialogue

% The total range of knowledge used by the expert.’

« Causal models for explanations
- Knowledge about the cleint (user)

o« CONS

— Uses much of expert’s time and resources

Vv res A=

.




Auto:matéd Techﬂlques WA Sl e ey

» Conceptualisation aids

— A computer system carries on a dialogue with
a human expert

+ What are the goals of the system?
+ What are objects and relationships?

+ What are the reasoning processes?

— Contain knowledge about how to build
knowledge bases.

—Helps codify a knowledge engineer’s
knowledge

— Few tools exist

» Mlachine Induction

— Automatically generates a set of rules
from a data base of cases

— Various commercial tools exist

Machine Induction: CONS

o Still required to manuaﬂyi' specify
the major concepts

» Not suitable for all domains

— No random or stochastic processes

— Substantial data base of cases
not always available

» Must carefully choose cases

— Ensure adequate coverage

— Sensitive to small changes

, The induced rules

—may not make ‘sense’
-may not be what the eJ'cpért uses

—may be complex and difficult to understand

Machine Induction

o Attempting to make general statements about

information about these objects (cases).

o A case consists of

— A set of parameters with values
— A decision category (e.g. diagnosis)

o A rule consists of
— IF condition
— THEN decision category

« PROS

— Will account for all examples.

— Fasier for experts to cite examples than rules

— Less need for expert’s time if cases already exist.

—Can be very quick

|

Conclusions for Induction

e NOT a major solution to the problem of
knowledge acquisition.

"« Adequate for some domains

e Not suitable for large systems (yet)

- a class of objects (rules) based upon particulat

» May be effectively combined with other methods

+ 4., . a b 8l




* Knowledge Base Refinement

-~

The second major phase of
knewledge acquisition

Goal: To achieve expert performance level

Types of Bugs

— Rules apply in wrong circumstances

— Overlapping rules leading to °
#* Redundant conclusions
% Inconsistent conclusions

— Gaps in rule set

— Rules interact unexpected ways
(Must consider control structure)

— Rules become outdated with new discoveries

.‘Lintenence)

Various tools available

S .' SUMMARY Knowledge. Acquisition

e The crucial aspect of building
intelligent systems

"« Two main phases:

—Initial Creation
* Identify task

« Characterise domain concepts

* Formalise
‘—Refining and Extending
A difficult and poorly understood area.

o Best to use a variety of techniques

e Various tools have been developed

—many research systems
- —some commercial systems

LA ALC
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Chapter 10

CENTAUR




' CENTAUR: Rules and Frames | ~ Historical Background

-

 An experiment in representation and control

« The Domain: Pulmonary (lung) Disease
 Motivation :

e The Problem: Interpret test measurements

 Knowledge Base —Identify any likely diseases

, Control Structure — Gauge the severity

, Comparisons with INTERNIST
MYCIN = EMYCIN = PUIFLF = CENTAUR

» Summary

e - - T R I e —_— r———— . f—

‘Problems With Rules =~

Motivation |
' o Cannot represent prototypical situations

» Various types of knowledge: — Cannot reason about ezpectations

—Structural (e.g. taxonomic) | % What objects to find?
- .. . * What events should occur?
.T.eunstlc (rules of thumb) © . Default values
—Causal (first principles) — Cannot reason about ezcepiions
— Control (problem solving strategies) " —Cannot generate high level hypotheses with incomplete
Z - information

. Too much to ask of a ;single formalism: o Difficult to exploit structural regularities

— Gives rise to unprincipled kludges

(e.g. to achieve question ordering) o Inflexible control mechanism

— Functional distinctions blurred

o [ixplanation awkward, especially with control

—Important information hidden away rules.

-

o Difficult to update/maintain knowledge base

« FRAMES to the rescue!

CENT hufe



Sif s

The CENTAUR Solution

Viix Rules and Frames

{nowledge Base consistsof three frame-like
ybjects, and rules.
— Prototypes:

# characterise typical features of each disease

* linked in a hierarchy

— Components
# A feature of the prototype (a subfra.me)

« Bach component has rules (in slots) which are used
to deduce a value.
(A ‘natural’ way to classify rules)

— Rules
x Classified according to function

— Iacts
* Specific data for a case
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Control Structure

A simple interpreter: ‘Hypothesise and Match’
- Smlple task agenda
‘ons1ders exactly one prototype at any one time.

Control rules embedded in Prototypes

—tell interpreter what to do at each of four stages in the
consultation:
(i.e. add tasks to agenda)
+ How to instantiate
(what data to collect)

* When confirmed
(what prototype to explore next)

% When disproved
(what prototype to explore next)

- * When consultation ends :
(Print summary)

—Tach rule can be thought of as the consequent of a Tule
- - whose antecedent matches the situation described by .
the prototpye '

LI 8
.

Facts
i
' « Name
» Value (Like MYCIN)
"CF

¢ Origin (user, rules, default) .

o Classification with respect to prototypes

(plausible, error, surpm'se)

o Justification

— Which confirmed prototypes account for it?
— Used to determine which facts are unexplained.

Rules
E A Functional Classification:

‘Inference rules: For determining parameter
* values for components

Triggering rules: Suggest hypotheses for
. consideration given initial data )
!: (like INTERNIST evokes relation)

Reﬁnement Rules: Guide further information
gathering to confirm/deny current hypotheses.
ng‘act residual rules: Account for unexplained data

‘' after a hypothesis has been confirmed.

e May find co-occurring disease
.

‘Summary rules: Provide for output of results in
English.
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