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Abstract This document presents an evaluation methodology for the
assessment of quality results produced by ontology matchers. In par-
ticular, it discusses: (i) several standard quality measures used in the
ontology matching evaluation, (ii) a methodology of how to build semi-
automatically an incomplete reference alignment allowing for the assess-
ment of quality results produced by ontology matchers and (iii) a pre-
liminary empirical evaluation of the OpenKnowledge ontology matching
component.

1 Introduction

The OpenKnowledge (OK) system is a peer-to-peer network of knowledge or
service providers. Each computer in the network is a peer which can o�er services
to other peers. OK is viewed as an infrastructure, where we only provide some
core services which are shared by all the peers, while all kinds of application
services are to be plugged on top of it. These plug-in applications are called
the OK Components (OKCs). Notice that the OKCs link services to the OK
infrastructure and may not actually contain the services themselves.

Interaction between OKCs is a very important part of the architecture. By
using the Lightweight Coordination Calculus (LCC) [6], developers are able to
de�ne the Interaction Models (IMs) that specify the protocol that must be fol-
lowed in order to o�er or use a service. OKCs are the ones in charge of playing
the IM roles. Since there is no a priori semantic agreement (other than the

? OpenKnowledge is a 3 year long STREP project �nanced under the European Com-
mission's 6th Framework Programme. See, http://www.openk.org/ for details.

?? The originally planned title of this deliverable as from the project proposal was
�Benchmarking methodology�. However, this new title better re�ects current contents
of the deliverable, and therefore, is used here.



IM), the ontology matching component is used to automatically make semantic
commitments between the interacting parts.

The OK matching component is designed to solve the semantic heterogeneity
problem on the various stages of the OK interaction lifecycle. It is composed
of the matchers of three kinds, namely label, node and structure preserving
matchers. In total these three categories result in around two dozens of con-
crete matchers, see the OK Deliverable D4.1 [4] for details. This, in turn, raised
the issues of their empirical validation and comparative evaluation. One of the
challenges of the ontology matching evaluation is how to build large scale evalu-
ation datasets; speci�cally, a large set of reference correspondences or reference
alignment against which the results produced by ontology matchers are to be
compared. Notice that the number of possible correspondences grows quadrati-
cally with the number of entities to be compared. This often makes the manual
construction of the reference correspondences demanding to the point of being
infeasible for large scale matching tasks.

In this deliverable we review the methodological foundations of the ontology
matching evaluation and provide a preliminary evaluation of the OK ontology
matching component on a dataset build out of the real world ontologies.

The rest of the deliverable is organized as follows. Section 2 gives a brief
introduction to the key notions of the ontology matching evaluation. Section 3
discusses the features of an incomplete reference alignment and illustrates how
a dataset allowing for the quality evaluation of ontology matchers can be con-
structed semi-automatically by suitably extending an incomplete reference align-
ment. Section 4 discusses a preliminary dataset that we have created as well as
an evaluation of the OK matching component on that dataset, while Section 5
concludes the deliverable.

2 Evaluation measures

The ontology matching evaluation theme has been given a chapter account in [2].
Its more recent advances have been described in [7] and a short summary was also
presented in the OK Deliverable D3.1 [8]. Thus, in this section we only brie�y
overview the most relevant basic concepts at work along the lines of ontology
matching quality measures (�2.1) and performance measures (�2.2).

2.1 Quality measures

The commonly accepted measures for qualitative matching evaluation are based
on the well known in information retrieval measures of relevance, such as preci-
sion and recall [10]. Let us consider Figure 1. The calculation of these measures is
based on the comparison between the correspondences produced by a matching
system (denoted S) and a complete set of reference correspondences (denoted H)
considered to be correct. H is represented by the area inside the dotted circle. It
is usually produced by humans. Finally, we denote as M the set of all possible
correspondences, namely the cross product of the entities of two input ontologies.



Figure 1. Basic sets of correspondences.

The correct correspondences found by a matching system are called the true
positives (TP ) and computed as follows:

TP = S ∩H (1)

The incorrect correspondences found by a matching system are called the
false positives (FP ) and computed as follows:

FP = S − S ∩H (2)

The correct correspondences missed by a matching system are called the false
negatives (FN) and computed as follows:

FN = H − S ∩H (3)

The incorrect correspondences not returned by a matching system are called
the true negatives (TN) and computed as follows:

TN = M − S ∩H (4)

We call the correspondences in H the positive correspondences, and the cor-
respondences in N as de�ned in Eq. 5, the negative correspondences.

N = M −H = TN + FP (5)

Precision is a correctness measure. It varies in the [0, 1] range, the higher the
value, the smaller the set of wrong correspondences (false positives) which have
been computed. It is calculated as follows:

Precision =
|TP |

|TP + FP |
=

H ∩ S

S
(6)



Recall is a completeness measure. It varies in the [0, 1] range, the higher the
value, the smaller the set of correct correspondences (true positives) which have
not been found. It is calculated as follows:

Recall =
|TP |

|TP + FN |
=

H ∩ S

H
(7)

Ontology matching systems are often not comparable based only on precision
or recall. In fact, recall can be maximized at the expense of precision by returning
all possible correspondences, i.e., the cross product of the entities from two input
ontologies. At the same time, higher precision can be achieved at the expense
of lower recall by returning only few (correct) correspondences. Therefore, it is
useful to consider both measures simultaneously or a combined measure, such
as F-measure.

In particular, F-measure is a global measure of the matching quality. It varies
in the [0, 1] range. It allows the comparing of systems by their precision and recall
at the point where their F-measure is maximal. Here, we use F-measure, which
is a harmonic mean of precision and recall; that is, each of these measures is
given equal importance. It is calculated as follows:

F-Measure =
2 ∗Recall ∗ Precision

Recall + Precision
(8)

In order to calculate precision, recall and F-measure, the complete reference
alignment H must be known in advance. This opens up a problem of the reference
alignment acqusition. The problem is that the construction of H is usually a
manual process which, in the case of matching, is quadratic with respect to the
size of the ontologies to be matched. This manual process often turns out to
be unfeasible for large datasets. For instance, in the dataset of [1], built out
of Google, Yahoo and Looksmart web directories, each model has the order of 105

entities. This means that construction of H would require the manual evaluation
of 1010 correspondences.

2.2 Performance measures

Performance measures assess the resource consumption for matching ontologies.
These measures are of high importance in the OK settings that require some
form of real time performance in order to avoid having a user waiting too long
for the OK system respond. Unlike the quality measures, performance measures
depend on the processing environment and the underlying (OK) system. Thus it
is often di�cult to obtain objective evaluations, because they are based on the
usual measures, namely execution time in seconds and main memory in bytes.
The important point here is that algorithms that are being compared should be
run under the same conditions.



3 An incomplete reference alignment

In this section we discuss a methodology of how to build semi-automatically an
incomplete reference alignment allowing for the evaluation of both recall (�3.1)
and precision (�3.2) of the results produced by the ontology matchers.

3.1 Evaluation of recall

Figure 2 illustrates a situation where an incomplete reference alignment, called
TaxME [1], is used for the ontology matching evaluation. As from Figure 2,
it contains only part of the correspondences in H. The key di�erence between
Figure 2 and Figure 1 is the fact that a complete reference alignment, namely
the area inside the dotted circle in Figure 1 (and in Figure 2), is simulated by
exploiting an incomplete one, namely by the area inside the dashed circle in
Figure 2.

Figure 2. Correspondence comparison using an incomplete reference alignment.

Thus, if we assume that TaxME is a good representative of H we can use Eq. 7
for an estimation of the recall measure. In order to ensure that this assumption
holds, a set of requirements have to be satis�ed:

Correctness: namely the fact that TaxME ⊂ H (modulo annotation errors).
Complexity: namely the fact that state of the art ontology matching systems

experience di�culties when run on TaxME.
Discrimination capability: namely the fact that di�erent sets of correspon-

dences taken from TaxME are hard for the di�erent systems.
Incrementality: namely the fact that TaxME allows for the incremental dis-

covery of the weaknesses of the tested systems.



3.2 Evaluation of precision

In order to calculate the measure of precision (see Eq. 6) we need to know a
complete set of reference correspondences H considered to be correct. As has
already been mentioned, the computation of H in case of large applications
often results in an infeasible manual e�ort. Also, notice that we can not use an
incomplete reference alignment composed of positive correspondences, namely
TaxME, either. In particular, FP can not be computed, since there is a part
of it, which is unknown (see Eq. 9). In Figure 2 this unknown part (of false
positives) is represented by the gray area.

FPunknown = S ∩ (H − TaxME) (9)

A reference alignment for the evaluation of both recall and precision can
be constructed following the TaxME2 approach [11]. Speci�cally, Eq. 10 de-
�nes TaxME2 by extending TaxME with an incomplete reference alignment
containing only the negative correspondences. These are denoted as NT2 and
NT2 ⊂ M −H, see Figure 2.

TaxME2 = TaxME ∪NT2 (10)

TaxME2 has to be a good representative of M and satisfy the requirements
described in Section 3.1. Let us make two observations. The �rst one is that the
correctness requirement signi�cantly limits the size of NT2, since each correspon-
dence has to be evaluated by a human annotator, i.e., |NT2| � |M − H|. The
second observation is that NT2 must be big enough in order to be the source of
meaningful results. Therefore, we require NT2 to be at least of the same size as
TaxME, namely |NT2| ≥ |TaxME|.

The set of negative correspondences NT2 is computed out of the complete
set of correspondences M (see Figure 1) in the two macro steps. The �rst step is
called the candidate correspondences selection. During this step we acquire the
set M ′, such that M ′ ⊆ M , see Figure 3. M ′ should contain a big number of
�hard� negative correspondences, namely the correspondences with high value of
similarity, which is incorrect according to a manual annotation.

The second step is called the negative correspondences selection. During this
step we semi-automatically prune all the positive correspondences from M ′ in
order to retain only the negative correspondences. Speci�cally, NT2 is computed
from FP as shown in Eq. 11, where FPi stands for FP produced by running
the i-th matching system on M ′ (see Figure 3, where the grey area stands for
FPi).

NT2 =
⋃
i

FPi (11)

A set of matching systems whose results are exploited for constructing NT2

should be heterogeneous, that is that the selected systems make mistakes on the
di�erent sets of correspondences. This construction schema ensures that NT2 is



Figure 3. Sets of correspondences in TaxME2.

hard for all existing systems and discriminative given that the set of matching
systems evaluated on M ′ is representative and heterogeneous.

We have discussed here only the key properties of an incomplete reference
alignment dataset allowing for the evaluation of both recall and precision as
well as outlined how this dataset can be built. Further technical details concern-
ing the construction of such a dataset, for example, out of Google, Yahoo and
Looksmart web directories can be found in [1,11]. It is worth noting that this
methodology has already proved to be practically useful and the TaxME and
TaxME2 resulting web directories datasets have been exploited in the various
ontology alignment evaluation campaigns - OAEI1, see for details [7].

We plan to follow the above mentioned methodology when designing an eval-
uation dataset within the settings of the OK testbeds, such as e-response [9].

4 Preliminary evaluation

At present, a formalization, e.g., of the OK e-response scenario, is still under
way, and hence the material necessary to apply the methodology of Section 3 is
not available in order to build an evaluation dataset based on it. However, we
have already made an implementation of the exact and approximate structure
preserving semantic matching algorithms as described in the OK Deliverables
D4.1 [4], D3.4 [12] and summarized in [3]. We have manually built a prelimi-
nary evaluation dataset in order to empirically validate the structure preserving
matching by means of measures presented in Section 2 as well as to show prac-
tical use of these measures and a related analysis of the obtained results based
on them.

1 http://oaei.ontologymatching.org



In particular, we have evaluated the matching quality of the algorithms on
132 pairs of �rst order logic terms. Half of the pairs were composed of the
equivalent terms (e.g., journal(periodical-publication) and magazine (periodical-
publication)) while the other half were composed from similar but not equivalent
terms (e.g., web-reference(publication-reference) and thesis-reference (publication-
reference)). The terms were extracted from di�erent versions of the Standard Up-
per Merged Ontology (SUMO)2 and the Advance Knowledge Transfer (AKT)3

ontologies. We extracted all the di�erences between versions 1.50 and 1.51, and
between versions 1.51 and 1.52 of the SUMO ontology and between versions 1,
2.1 and 2.2 of the AKT-portal and AKT-support ontologies4. These are both
�rst order ontologies, so many of these di�erences mapped well to the potential
di�erences between terms that we are investigating. However, some of them were
more complex, such as di�erences in inference rules, or consisted of ontological
objects being added or removed rather than altered, and had no parallel in our
work. These pairs of terms were discarded and our tests were run on all remaining
di�erences between these ontologies. We have therefore simulated the situation
when the web service descriptions are de�ned in one version of the ontology and
the constraints in an IM are expressed exploiting the other version of the same
ontology.

In our evaluation we have exploited three measures of matching quality,
namely precision, recall, and F-measure as describe in Section 2. While com-
puting these measures we have considered the correspondences holding among
�rst order terms rather than the nodes of the term trees. Thus, for instance,
journal(periodical-publication1)=magazine(periodical-publication2) was considered
as a single correspondence rather than two correspondences, namely journal=
magazine and periodical-publication1=periodical-publication2. The evaluation was
performed on a Pentium 4 computer (1.5GHz) with 512 Mb of RAM.

Interestingly enough, our exact structure matching algorithm was able to �nd
36 correct correspondences what stands for 54% of recall with 100% precision.
All mismatches (or correct correspondences not found by the algorithm) corre-
sponded to structural di�erences among �rst order terms which exact structure
matching algorithm is unable to capture. Several examples of correctly found
correspondences are given below:

meeting-attendees(has-other-agents-involved)

meeting-attendee(has-other-agents-involved)

r&d-institute(Learning-centred-organization)

r-and-d-institute(Learning-centred-organization)

piece(Pure2,Mixture)

part(Pure2,Mixture)

2 http://ontology.teknowledge.com/
3 http://www.aktors.org
4 See http://dream.inf.ed.ac.uk/projects/dor/ for full versions of these ontologies
and analysis of their di�erences.



Figure 4. The matching quality measures depending on the cut-o� threshold
value for approximate structure matching algorithm.

has-affiliatied-people(Affiliated-person)

has-affililated-person(affiliated-person)

The �rst and second examples illustrate the minor syntactic di�erences among
the terms, while the third and fourth examples illustrate the semantic hetero-
geneity in the various versions of the ontologies.

Figure 4 presents the matching quality measures depending on the cut-o�
threshold value (that ranges in [0, 1] and controls whether a correspondence
should be retained or discarded) for approximate structure preserving match-
ing algorithm [3]. As illustrated in Figure 4, this algorithm demonstrates high
matching quality on the wide range of threshold values. In particular, F-measure
values exceed 70% for the given range.

Table 1 summarizes the time performance of this matching algorithm. It
presents the average time taken by the various steps of this algorithm on 132
term matching tasks. As illustrated in Table 1, step 1 and step 2 of the node
matching algorithm signi�cantly slow down the whole process. However, these
steps correspond to the linguistic preprocessing that can be performed once o�-
line [5]. Given that the terms can be automatically annotated with the linguistic
preprocessing results based on the work in [5] once when changed, the overall
runtime is reduced to 4.2 ms, which corresponds roughly to 240 term matching
tasks per second.

Table 1. Time performance of the approximate structure matching algorithm
(average on 132 term matching tasks).

Node matching [5]: Node matching [5]: Structure matching [3]
steps 1 and 2 steps 3 and 4

Time, ms 134.1 3.3 0.9



5 Conclusions

In this deliverable we have brie�y overviewed standard measures used for the
ontology matching evaluation. We outlined a methodology for semi-automatic
acquisition of reference alignments allowing for the assessment of quality results
produced by ontology matchers. Finally, we provided preliminary empirical eval-
uation of the OpenKnowledge ontology matching component based on the man-
ually created dataset of �rst order terms from the SUMO and AKT ontologies.
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