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1 Introduction
  The E.U. project Conversational Multimodal Interaction with Computers (COMIC) was founded to examine the power of harnessing knowledge from Cognitive Psychology to develop software and tools needed to create eCommerce and eWork services. One of the goals of COMIC was to take existing knowledge (in the form of Cognitive Models, empirically obtained facts, and standard assumptions from the various cognitive sciences) and attempt to design a new form of multimodal human-machine interface (HCI). As is the case for any scientific endeavour, a companion goal, was the examination of the success of the project during the course of the project and the concomitant accumulation of new scientific knowledge.  This latter goal was accomplished, in part, by performing basic psychophysical and psycholinguistic experiments to test observations gleaned from experience with the HCI as well as by performing Human Factors studies with the HCI.  In this document, we describe the cognitive models, facts, and assumptions the form the basis of the various components of our HCI. Some of these models and facts come from the wider field of Cognitive Science, and some were derived by the partners of COMIC during the course of the project.

2 Cognitive models in Work Package 3
The role of WP3 in COMIC is to interpret speech and pen signals produced by human subjects, in the context of conversations with an artificial agent. This research intends to move beyond the results of conventional unimodal human-system interaction with either pen or speech as the only input mode. In COMIC, the situation is complex. First, from the user point of view, the target subjects (naive users) are unaware about the standards, rules, and guidelines of bathroom design. Moreover, and perhaps even more importantly, the subjects we aim at have not been involved in the design of the system, and therefore do not know the details of the system's functionality. Second, from the system point of view, little is known about (i) the language that naive users use in the given context, (ii) the way in which they produce handwriting and measures, and (iii) the repertoire that they generate with respect to drawings or gestures. Third, even less is known about the multimodal interaction patterns that result from the simultaneous use of pen and speech. And finally, the skills of subjects to communicate with a computer using pen and speech vary considerably. 

    Unfortunately, the literature does not provide many guidelines that point toward the development of cognitive models for multimodal interactions. Much is known about human language production and comprehension, in particular from research in psycholinguistics (e.g., by the MPI-N and KUN). Also, various labs (including KUN) have studied human motor processes in handwriting and drawing tasks (Connell 2002, Jax 2003, Meulenbroek 1997, Meulenbroek 2003, Ng 2003, Plamondon 1989). But this research has not been pursued in the context of natural conversations with a machine, as is targeted in COMIC.

    Therefore, the research in WP3 has had an exploratory nature. This holds especially for the research in interactive pen input and the human factors research on multimodal interaction. Speech input in interactive dialog systems has been intensively studied before, be it almost exclusively in unimodal speech-based dialog systems. In the first set of human factors experiments, it was explored how subjects used speech and pen to copy a set of given blueprints. Based on the observed repertoires of pen and speech interactions, the first set of input decoders was designed. However, it was also concluded that the variability in the produced language and pen input was very high. This conclusion shows unambiguously that cognitive models of multimodal human-system interaction are by necessity very complex, because they have to account for a wide range of different human mind sets and interaction preferences. Another conclusion that can be drawn from the first experiment is that automatic recognition of fully unconstrained multimodal input is beyond the capability of existing pen and speech recognizers. High recognition performance can only be expected if users are biased toward specific actions by the explicit guidance of the system. In the second set of experiments, the multimodal behavior of subjects was explored in the context of a system that prompted for specific information. The main conclusions of these experiments were that although the performance of the designed input decoders was relatively good, subjects felt too much constrained by the strict manner in which the system requested information. With respect to models of multimodal interaction, the conclusion can be drawn that the predictions made by the system were satisfactory, but that the underlying assumptions about how subjects would produce information were based on less natural interactions than what is pursued in COMIC.

2.1 A generic input model

Research on automated speech recognition and pen input recognition has evolved into large communities of researchers involved in mainly signal processing and pattern recognition. From this viewpoint, cognitive models of input processing boil down to templates of possible user inputs and clever interaction design that biases users toward producing the actions that the system expects. Speech recognition and pen input recognition then, resort into matching unknown inputs to such templates and subsequently yielding the best matching templates. For the representation and matching of templates, statistical or structural pattern recognition techniques provide the vast majority of approaches.
    Within each modality, an input template in general has a hierarchical structure. User inputs can be recognized as sequences of basic information units and the combination of specific sequences builds a template. In automatic speech recognition the hierarchical structure is hidden in what is known as Integrated Search. Linguistic expectations are used to generate hypotheses about plausible word sequences, which are then converted into sequences of phonemes on the basis of phonetic representations in the lexicon. Acoustic features extracted from the speech signal are then used to score the competing hypothesis in a bottom-up manner: First, the likelihood of the phonemes is computed, and these likelihoods are then combined into likelihoods of word sequences. This model is also valid for pen input recognition, where the basic building block is a stroke (i.e. a sequence of pen coordinates). Sequences of strokes can be combined to form, e.g., characters, digits, symbols, sketches, etcetera, all being part of the pre-defined lexicon.
    In COMIC, the modules that are concerned with the recognition/interpretation of speech and pen input, and with the merging of these two modalities into one hypothesis, also employ a template-based approach. Both modality-specific input decoders transfer a signal into units with a pre-specified semantic representation as specified in the lexicon, as can be observed in Figure 1.

    Based on these building blocks, more elaborate models of interaction can be designed. This is certainly the case with speech processing, where multiple words build up a sentence as defined in the language model. But as COMIC is heading toward T30, where compound information can be processed, this is also the case with pen input, where the input can contain multiple walls, possibly accompanied by their corresponding lengths. In the next two sections, these basic building blocks will be discussed from the viewpoints of automated speech recognition and pen input recognition.
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Figure 1:  The generic input recognition model, from speech signal or pen signal to a lexical unit. The triangles on the right side of this figure represent dedicated building blocks that can be tuned for a specific lexical unit. This holds in particular for pen input, where dedicated recognizers are developed for the recognition of certain classes of drawing inputs (like walls, doors, windows), handwriting (digit strings), and deictic gestures (tapping, moving, enclosing).

2.2 Models of speech input

One of the most natural and basic forms of information exchange between humans is via the speech modality. Speech is one of the earliest modalities that young children use to communicate with their environment. Due to its status as primary modality for the interaction between humans, it is intuitively attractive to study human-machine interaction by using speech. However, to endow machines with the capabilities to entertain speech-based dialogs with the same efficiency and effectiveness as in human-human interaction, we need to understand the cognitive processes that are essential in human-human dialogs. It may well be that the efficiency and effectiveness are crucially dependent on specific capabilities that all normal humans acquire, but that may still be difficult to acquire for machines. In this section, we deal with what we observed about the type of speech addressed to a system, and about what users expect to be able to say. It is evident that humans need to adapt their behavior to (the lack of capabilities of) an automatic system, if that system is not able to emulate the essential communicative competence of humans.

    In COMIC, human factor experiments that have been carried out have provided a large amount of interaction data that are useful for the study of multimodal interaction between the system and naive but cooperative subjects. Examination of the collected data, and our experience with the interaction of users in their behavior toward the system, have led to insights concerning several aspects of man-machine processing. From the experiments, we gained expertise concerning the relation between task specification (the instruction given to the subjects, and therewith their expectations and cognitive model of the application) and the actual behavior. Even within the constraints given to the user by means of specific instructions, subjects participating in an experiment usually show a large variety in their speech addressed to the system. As a result, we conclude that the successful building of a truly cognition-based interaction, addressing the expectations of a user during the dialog, must be built on extremely robust, definitely user-centered models. For example, during the latest experiments, in which subjects were asked to provide the layout of a bathroom using pen and speech, one subject tried to use speech to outline the position of the four walls rather than taking the pen. The speech recognition module, which uses a language model to improve its performance, could not process the utterances that this subject addressed to the system, and the dialog was unsuccessful right from the start. The system should have been able to cope with this type of user input that resulted from a preference for somewhat abstract and general expressions, rather than concrete drawings.

    In order to study the use of the speech modality, a database of real-life user utterances has been recorded. Closer examination of the speech data shows that the speech addressed to the system by non-expert subjects shows a large variation in terms of language use. Obviously this is a potential problem for the speech recognizer. However, although the speech recognition performance is just moderate and the overall system lacks sufficient robustness, the system basically incorporates the possibility to enhance recognition performance by cross-channel information exchange for the speech and the pen recognizer. Interestingly, a large part of the subjects are persistent in their choice of modality, and do not easily change modality after recognition errors in one particular modality (see e.g. deliverable D3.3  COMIC project).. In addition, we have seen very few user actions that combined pen and speech input in such a way that cross-modal processing would improve the individual recognition performance of the pen and speech recognizers.  In Ten Bosch & Boves (2004) it was shown that details in the training of acoustic garbage models may have a large effect on the performance of a speech recognizer when confronted with various paralinguistic phenomena such as hesitations and short, back-channel-like utterances.

    Another important issue is the turn-taking, i.e. they way how the system handles the turns by the speaker, and how the users behave in starting and terminating their turn. Turn-taking is a major and central point in the development of the current COMIC system, both from a conceptual and implementation point of view. In a half-duplex communication between a subject and a machine, the presence of appropriate turn taking signals is crucial to enable a smooth interaction with the machine. It appeared that for an appropriate interpretation of end-of-turn signals by the user, the system prompts have to be specific enough to invite the subject to only speak after the system prompt, rather than trying to perform a “barge in” and thereby claim the initiative. The exact implementation of turn-taking and the related concept of mixed-initiative dialog are an ongoing discussion topic between the COMIC partners, and touches issues such as the treatment of slow and fast responses and of speaker dependent expectations.. In the literature, the efficiency of human-human dialogs is commonly described as the result of a joint activity between two speakers (e.g. Clark, 1996) and of the ability to 'align' between two speakers (Garrod & Pickering, 2004). Basically, an aim in COMIC is to find a similar, mirrored theory for man-machine communication. A serious challenge is to extend the existing turn-taking models for human-human dialogs to a multimodal man-machine situation. 

    This is not a straightforward task. Between humans, turn taking is a highly complex phenomenon.  In order to maintain a smooth dialog, speakers employ turn-keeping and turn-yielding cues to signal their intention to keep or willingness to yield the turn. By looking at turn-taking in spontaneous human-human dialogs, we now know much more about the temporal organization of turn changes between two speakers. Ten Bosch et al. (2004a, b) and also De Ruiter (submitted) report on quantitative studies of the temporal aspects of turn-taking in human-human dialogs. These papers basically show the on-line adaptation of a speaker when in dialog with another speaker, an adaptation that seems a very common aspect of spontaneous conversation between humans. Other studies suggest a major role for syntax and of prosodic factors for turn-keeping (e.g. Koiso et al., 1998). Recent studies have shed light on the relation between turn-taking, and syntactic or paralinguistic features of the utterance (e.g. Ford and Thompson, 1996; Koiso et al., 1998; Caspers, 2001). Many of these studies are based on dialogs in special situations, e.g. the Map Task (Anderson et al., 1991; Carletta et al., 1996). It has become clear that turn-taking behavior depends on whether speakers have a specific task and role and whether speakers may also communicate via other channels than speech (COMIC work package 2; De Ruiter, submitted). A task involving a cognitive load leads to significant other turn-taking behavior than the turn-taking observed in free conversation. In general, however, turn-taking in dialogs and the role of syntax in the processing of spontaneous speech is far from being completely understood (Garrod & Pickering, 2004; Ferreira & Bailey, 2004). 

Many intriguing questions remain. Most of the subjects judged the COMIC system to be quite slow, the response latencies were too large. Many speech-driven human-system interfaces impose a strict half-duplex protocol, due to the technical problems of echo cancellation and barge-in handling. But even if the technical problems are overcome, it appears that there are many fundamental problems, such as whether speech output should stop immediately or continue, at least for a while, and how to handle the information that the system planned to convey, but was not rendered because output was aborted. Should that information be kept on a stack, and if so, with which priority? Or should it rather be discarded, because it was not relevant (because the user did not let the system complete it)? Does this mean that we must strive toward the fully incremental processing of the speech signal? In the remainder of COMIC, we hope to be able to move forward to understand these issues in more detail.

2.3 Models of pen input

Within COMIC, several computational models of pen input have been developed. In the first two years, we have implemented a multitude of recognizers that convert an unknown input signal to one out of a number of categories. Each of these categories is represented by a model as shown in Figure 1. Categories of pen input were defined by analyzing several datasets containing handwriting, gesture information, and material on sketches. In particular, we used the UNIPEN digit collections, the data acquired from SLOT (De Ruiter et al., 2003), the data obtained through the WP3/WP4 human factors experiments, and a significant amount of data acquired through dedicated pen-based interaction experiments performed in our lab. In our report on the first series of human factors experiments, we have presented an elaborate list of models of pen input for the three main input categories: drawing, deictic gestures, and handwriting. Each of these categories was obtained through careful manual examination of the acquired human factors data and through automated hierarchical clustering techniques.

The past research in COMIC has resulted in an implementation of these models, each tuned for the specific manner in which users produce the information. It is important to understand that each model (e.g., a door model, a wall model, a window model) may have various instantiations, depending on the way in which users generate that particular information. In the document containing the T30 functional specification, we have referred to these models as atomic pen input. As mentioned above, it is possible to build more complex models of pen input based on atomic units. These models are referred to as compound models. In the next two subsections, a brief summary is provided of our understanding of the possible ways in which users produce pen input.

2.3.1 Atomic models of pen input

Bathroom design is a rich application domain in the sense that it evokes many possible instantiations of pen input. Three main categories can be distinguished: genuine handwriting of words, digit strings, and special symbols; drawings and sketches of bathroom objects such as walls, doors, and windows; deictic gestural information. Table 1 below lists all atomic models on the lexical level: 

	Category
	atomic models

	Handwriting
	word, digit, character, digit strings, unit (e.g. \m", \cm")

	Deictic gestures
	tapping, enclosing, crossing, pointing (arrows), erasing

	Drawing
	wall, window, door


Table 1: Categories and atomic models of pen input.

As an example of possible instantiations of each atomic model (which represents a pen input information unit on the lexical level), consider the following figure, depicting the eight currently available computational models for doors.
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Figure 2: The eight atomic computational models for doors.
In Figure 2, each model is labeled as “AMx", where “AM" stands for atomic model and the “x" refers to the number of PENDOWN streams used in producing the pen input. In the picture, each stream is labeled by a number. For example, “AM2a", comprises two streams (sequence of pen coordinates with the pen on the tablet). The door is specified by “stream(1)", indicating the opening direction of the door, and by the arc “stream(2)". In order to recognize such instances of door shapes, a hybrid pattern recognition system is being used, which tries to understand what streams the user generated and how these streams can be combined into one of the possible door models. This approach of structural (or geometric) pattern recognition provides an interesting possibility of transparency in the interaction dialog with the user. If, for some reason, the pen input recognition system is incapable of matching the unknown pen input to one of these models, in many occasions it is capable of reporting to the user the reason why recognition failed. Typical reasons are that the edges of the door cannot be determined, that the door is not wide enough, that the user did not produce enough samples, or that the user drew a door which was not suitably close to a wall. In the current COMIC system, such reasons of rejecting user input are transmitted via the FUSION module to the dialog action manager, which generates the appropriate feedback to the user.

2.3.2 Compound models of pen input

Our current research is targeted at more advanced models of pen input, that can contain any combination of atomic models. For T30, models have been designed that allow the user to write multiple lengths, to draw multiple walls, or to draw multiple walls accompanied by their corresponding lengths, all in one turn. Please note that compound models significantly increase the complexity of the problem domain, as next to the problem of matching unknown pen input to a number of atomic models, here, a segmentation algorithm is required that separates atomic units from more complex pieces of pen input. The segmentation algorithm: (i) recognizes (based on stream information) whether the pen input belongs to the drawing, deictic, or handwriting category; (ii) tries to merge pen streams based on their temporal and spatial neighborhood; (iii) matches merged pen streams to the available atomic models; (iv) iterates back to (i) and/or (ii) in case the yielded solutions do not pass sufficient confidence.

    So, next to the design and implementation of these compound models, this research pursues the development of robust algorithms that are able to perform this required segmentation process while distinguishing between handwriting, drawing and deictic gestures. One of the main goals of the currently being performed T28 human factors experiments is to (i) explore the different ways in which humans produce compound pen input and (ii) assess the performance of the developed recognition algorithms. The results of these evaluations will be used to report on compound models of pen input and to tune the algorithms on cases were recognition failed. In the eventual COMIC end report, an elaborate enumeration of all computational models that are the result of our research will be included.
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3 Cognitive models in multimodal fusion

    Multimodal dialogue systems permit a more natural human computer interaction where users can apply more than one modality to express their needs. A central part of these systems is the modality fusion component that takes care of combining and integrating the mono-modal interpretations of multiple modalities into a single semantic representation of the intended meaning (e. g., [7], [11], [24], [9]).

    Basically, there are two major architectural approaches to the analysis part of multimodal dialog systems: (i) early fusion -- fusing modes already at signal or recognition level (see, e. g., [5], [21]) -- and (ii) late fusion -- multimodal semantic processing (see, e. g., [12], [10], [9]). Even though the point within the processing pipeline and the type of processed data varies, it is generally accepted that fusing the separate data streams will improve system performance by reducing uncertainty as well as resolving ambiguous input hypotheses.

    This section describes the cognitive models that form the basis of the COMIC fusion component (called FUSION) following a late fusion approach. The main task of this component is to analyze and integrate all unimodal input events recognized by the modality dependent recognizers and to eventually come up with a consistent semantic interpretation of the user contribution.

    Thus, the underlying cognitive models must reflect the basic processes involved in human multimodal interaction as Oviatt et al. claim in [17]:

“Engineering-level concepts tend to dominate whenever new multimodal systems are built, even though it now is widely recognized that well designed multimodal systems depend critically on guidance from cognitive science, linguistics, [...]”

    From the early human factors experiments performed within the COMIC project we learned that there are three important aspects of multimodal fusion where cognitive models can enhance the module's performance:

(i) the architecture of the fusion component should be closely related to the organisation of human cognition

(ii) to cope with the huge amount of varieties of multimodal integration patterns we need a clear classification of human interaction patterns and derivations

(iii) to be able to identify when a user contribution starts and ends, we need a clear notion of a turn-taking protocol

The evaluation of the first COMIC demonstrator (see [23]) and the post-experimental review of the collected system-log files resulted in the insight that the performed multimodal actions follow highly structured rule-based integration patterns (see section 3.2.1). The next step was to develop a new approach to multimodal fusion thereby implementing those findings. Key to this approach is that every unimodal event that is recognized during a user turn needs to be interpreted with respect to its local turn context. This local turn context comprises all previously recognized unimodal events and the dialog state that both belong to the same user turn.

In the following we will describe the cognitive models that underlie the implementation of COMIC's fusion component thereby differentiating between the actual implementation of the fusion component and the design of the integration rules.

3.1 Architecture of the fusion component
    The present implementation of the fusion component is based on the ACT-R 4.0 system described in Anderson & Lebiere's The Atomic Components of Thought [2]. ACT-R 4.0 is a hybrid cognitive model that combines symbolic production rule system with a sub-symbolic activation calculus. The basic idea behind ACT-R 4.0 is that cognition emerges through the interaction of a procedural memory of production rules with a declarative memory of working memory elements (called chunks). The production rules and the declarative knowledge are closely linked as both the condition and action parts are defined in terms of declarative knowledge. A production rule can only be applied (fire) if all conditions of that rule are satisfied by the current configuration of the declarative knowledge.

    Every element of the working memory is assigned an activation value defining its accessibility. Consequently, the activation value of a working memory element decreases in case it was not used within a system-cycle and increases otherwise. This activation process reflects the fading out of perceived concepts in the human short-term memory when they are not used anymore. Another important aspect of ACT-R 4.0 is the goal-based application of production rules; every production rule states a goal-condition that is matched against the working memory element on top of the goal-stack. Only those production rules that passed this goal-test will be considered during the actual condition matching process. This resembles the goal-oriented processing strategy that can be found in human cognition.

    The present implementation of the FUSION component is called PATE) and is conceptually based on the ACT-R 4.0 system. However, to cope with the requirements of the COMIC system and the task of multimodal fusion in general we had to extend and modify several aspects. Because of the ontology based representation of data in COMIC we use a more elaborated data representation, called typed feature structures (TFS; see [14, 6]). Besides their close relationship to ontology structures TFS enable the application of operations like unification and overlay (see [1]) which are powerful pattern matching operations with integration capabilities. Using those operations we enhance ACT-R's original pattern matching algorithm (see below). In this section we will give only a brief overview of PATE's architecture, however, a detailed documentation of the PATE system is given in [13].
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Figure 1: The basic architecture of the PATE system.

    As in a traditional production rule system there is a set of production rules that can be applied to the WMEs stored in the working memory. Each production rule consists of three components: (i) a weighting, (ii) a condition part and (iii) an action part. The weighting will be used during conflict resolution to compute an overall score for a rule. For the sake of writing and maintaining production rules the PATE system also includes a built-in graphical user interface.

    As already mentioned, all internal data of the PATE system is encoded in a typed feature structure (TFS; see [6]) like representation language
. TFS is an elegant way to represent complex structured data so that it is still readable for humans. Another important advantage of TFS is that it can be used to represent data that was originally encoded by means of a different representation language. The way we use TFS to encode our internal data is similar to that of many ontology formats like the DAM+OIL format. An <object> tag denotes a complex object of a certain type (e. g., see the object of type “Door_Shape” in Figure 2). Such complex objects can in turn be structured through the <slot> tag which defines named sub-features of a complex object. Atomic values are represented by the <value> tag. The construction of TFS is supported by a type hierarchy defining allowed slots and slot-fillers for each object.

    Key to our TFS based data representation are two operations -- a restricted unification and overlay (see [1]) that determine the consistency of two typed feature structures and combine them if they are consistent. However, overlay uses its first argument as default (like the classic default unification) and returns in any case a result whereas unification returns null in case of conflicting information. Besides this, overlay also generates a score reflecting how well the covering and the background fit together (see [20]). This score is

used to assess the score of a condition where overlay is used. Overlay is of particular interest in case the user provides slightly conflicting information, for example, saying “Show me this bathtub in blue” while pointing towards a white bathtub. Unifying the representations for the two bathtubs would result in a fail, while overlay would return an object representation of a blue bathtub with the remaining features of the bathtub the user pointed at.

    Another important aspect of the PATE system is its easy adaptability to new tasks or entirely new dialog systems. All relevant information is stored in a global configuration file (containing general definitions of system wide variables), a file defining the type system, a file defining the production rules and a set of XSLT stylesheets
 that manage the conversion of in- and out-going data.
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Figure 2: Example TFS describing a door (the dots indicate omitted information)

3.2 Integration knowledge

A very important aspect of our rule-based approach to multimodal fusion is the modelling of proper integration knowledge. In the following subsection we will give an overview of the cognitive models and empirical findings that influenced the development of the integration rules used for the T28 and T30 demonstrators.

3.2.1 Multimodal integration patterns

This consideration of integration knowledge of FUSION is highly influenced by the work of Sharon Oviatt and colleagues [18, 16, 17]. Those three papers deal with the question of how humans employ multimodal utterances to communicate their intended meaning. All results that can be found in those papers are based on empirical data and thus they provide interesting insights into the cognitive model underlying human communication.

    In the following we will give a short overview of important aspects of multimodal communication that were mentioned by Oviatt in her paper “Ten Myths of Multimodal Interaction”. However, we limit this overview to those of the ten myths identified by Oviatt that are the most relevant from the perspective of multimodal integration:

1. “If you build a multimodal system, users will interact multimodally”
Even though users have a strong preference for using multimodal constructions they are often content with using only a single modality. Those findings are also supported by the first set of human factors experiments (see [23]) as none of the subjects complained about the inability to use both modalities at the same time. However, if users enter spatial information (e. g., about the location, orientation, or shape of an object) 86% of the time they used multimodal constructions [16]. As a consequence it is important to take the dialogue state into account as users might prefer in some situations to enter multimodal commands and in others unimodal ones.

2. “Speech and pointing is the dominant multimodal integration pattern”

This rather limited point-and-speak interaction pattern is only suited for selecting objects in a classical mouse-based interaction metaphor. However, as studies showed in case of a pen and speech input interface users show this interaction pattern only in 14% of all multimodal utterances [18].

3. “Multimodal input involves simultaneous signals”

Empirical evidence show that a temporal overlap of the corresponding unimodal signals that contribute to a multimodal utterance is rather unlikely. Oviat et al. [18], for example, presented data suggesting that users tend to omit deictic expressions and if they use them only 25 % show a temporally overlapping pointing gesture.

4. “Speech is the primary input mode in any multimodal system that includes it”

This view is based on the early multimodal dialogue systems like Bolt's famous “put-that-there” system [4]. However, more recent systems involving spatial information show that other modes can convey information that is not present in the speech signal. The T16 human factors experiments in COMIC showed that entering a wall, for example, involves only in 24.7 % of the multimodal utterances both speech and pen together [23]. However, research from SLOT (see De Ruiter [22]) has shown that in many relevant multimodal contexts, the fourth myths is actually not a myth at all, but rather a deep truth.
5. “Multimodal integration involves redundancy of content between modes”

According to [16] natural multimodal utterances conveyed by different modes contain a rather complementarily organized communication pattern -- speech and pen contribute different but intertwining information. Even in those cases of previously recognized errors users do rarely (less than 1 %) input redundant information.

6. “All user's multimodal commands are integrated in a uniform way”

Actually, users show individual differences in their integration patterns, either there is a temporal overlap of the signals (simultaneous input) or they occur sequentially [16]. Interestingly, those patterns are highly persistent as once a user has adapted an integration pattern (see also [17]) it will rarely change.

    Key to the design of the rule base that will be used for the T28 human factor experiments and the T30 demonstration system is the idea of a context based integration of the unimodal events being recognized by the modality specific recognizers of the system [19]. During the development of the individual rules we carefully considered the aforementioned empirical findings. This resulted in a rule-subset that is concerned with the identification and proper processing of the mode that conveys the propositional content of a multimodal utterance.
3.3 Modelling turn-taking

As pointed out by Duncan ([8]), coordinating turn-taking is a very important task in communication as it serves to avoid an immoderate amount of simultaneous speaking. Even though the COMIC system does not have access to several aspects of nonverbal signals performed by the user, the system itself is able to emit nonverbal signals (e. g., gaze) that help to coordinate the flow of interaction. An important lesson which we learned from the human factors experiments and also from the evaluation of the T24 system is that users need some kind of feedback whether the system is listening or not. Therefore, it is crucial to identify as early as possible that a user finished their turn and to provide appropriate feedback.

    Key to the new turn-taking approach for T30 is that all input channels are open until FUSION determines that the user most probably finished their turn. This aims for at a more natural mixed-initiative dialogue and enables the processing of so-called compounded commands which are a sequence of the normal or atomic commands of the T24 system. Thus FUSION is responsible for identifying the end of a user turn and for integrating all input events perceived during a turn into a single semantic representation. Additionally, fusion informs all interested modules that the user is closed now so that the face, for example, could display some kind of a thinking facial expression (e. g., glancing away) while computing appropriate reactions. Such a facial expression will prevent the user from interrupting the system.

    Another important objective of the turn-taking protocol is to achieve robustness against off-talk, barge-in and barge-before. Off-talk is considered as utterances that are not directed to the system like, for example, the user reading aloud what is displayed on the screen (see [15]). In contrast barge-in occurs when the user addresses the system while it is talking or presenting information and barge-before describes the situation when the user starts talking again while the system is processing their previous contribution (see [3]).

    For T30 the microphone will be closed as soon as the end of the user-turn is detected so that any subsequent user contribution will not be recognized until the system has finished its turn. This has the advantage of an increased robustness as, e. g., the speech recognizer is not faced with un-predictable input. However, the system has no ability to detect and process any verbal back-channel feedback emitted by the user and thus it will be very important to display a convincing facial expression signalling the temporarily unavailability of the system.

    To this end we designed the production rules for the current COMIC system in a way that the individual rules intertwine and come up with a contextual interpretation of newly received multimodal events. Currently, the rule base is composed of three different classes: (i) synchronization of the multiple modalities (e. g., pen and speech), (ii) interpretation of multimodal expressions (e. g., speaking and drawing simultaneously), and (iii) interpretation of unimodal expressions. However, rule design not only consists of formulating conditions and actions of rules. Another important aspect of this process is the definition of the initial weighting of rules as those values have a great impact on the conflict resolution process and decreases in case a rules fires repeatedly.

3.4 Disambiguation of conflicting input

Due to recognition or interpretation errors it can happen that the fusion component is faced with conflicting events. Then it needs to identify which of the various hypotheses (received from multiple modalities) will most likely reflect the user's intention. This process involves determining how reliable the results of the different recognizers are as well as whether it might be the case that the user entered information that does not follow the expectations raised by the current dialogue state.
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4 Natural language processing
The task of natural language processing (NLP) module is to analyze the hypotheses delivered by the speech recognizer and transform them into a semantic-pragmatic representation of the user intention. The result of the analysis process is represented in terms of the system-wide used ontology. Before sending the results to the next module they are scored based on semantic criteria and regarding the expectations provided by DAM.

    The approach used in the NLP module is called SPIN and is newly developed. The main focus for the design of the approach is to provide cost-effective creation and maintenance of the knowledge bases and a fast and robust processing. These features are very important if the module is used within e-commerce and e-work services.

    This is achieved using a template-based semantic based parsing approach which transforms the words directly to semantic entities without any syntactic analysis. Such an approach is sufficient for the requirements of spoken dialogue systems and ensures robust processing. The lack of a syntactic analysis also simplifies the creation of multi-lingual dialogue systems.

    A powerful template language provides easy creation and maintenance of the knowledge bases. Many built-in optimizations, like a fixed template application order ensure fast processing for typical input and knowledge bases despite the power of the template language.

    As the main focus of the approach is the optimal support for e-commerce applications it does not try to model or imitate human language processing. This contrasts to other parsing approaches, e.g., GB-theory that are developed to imitate and study human language processing. Nevertheless, the design of the approach is influenced by psycho-linguistic research in two areas:
1. How humans solve temporal ambiguities: Humans easily deal with temporal ambiguities and have only in rare cases (e.g., garden-path sentences) problems to solve them. So there is at least in principle a chance to improve the performance of the approach by imitating human processing.
2. When and where disfluencies are produced by humans: Disfluencies are quite common in spontaneous spoken language. An approach which can deal with these disfluencies can improve the overall performance of the dialogue system and allow a more natural interaction.

    The rest of this chapter presents the psycho-linguistic research in these areas and how the results are incorporated in the approach.

4.1 Human processing of temporal ambiguities

Humans do not wait for the end of a sentence until they start processing it. Instead the single words of the sentence are processed as soon as they are read or heard. This type of processing is called on-line processing. During on-line processing temporal ambiguities can occur, e.g., it is not clear if the currently processed word belongs to the last phrase or opens a new one (see also examples below). Temporal ambiguities are usually resolved later when more input is available. 

    A lot of long ongoing research on human language processing is dealing with the processing of temporal ambiguous input. As the internal processing of the brain concerning human language processing is neither accessible by self-reflection nor by external methods, like, EEG, studying temporal ambiguities and how humans handle them is one of the possibilities to get a deeper insight on the internals of human language processing.

4.1.1 Examples of temporal ambiguities

To provide an impression how temporal ambiguities look like, some popular examples which have gained much interest in research are presented.

VP vs. PP attachment

The spy saw the cop with binoculars

The spy saw the cop with a revolver

(taken from [Taraban and McClelland, 1988])

In both sentences it is unclear whether with is a preposition for the NP the cop or an argument of the verb saw until binoculars or a revolver is uttered.

Main verb vs. reduced relative

The hay carried past the barn had just been cut.

The horse raced past the barn fell

(taken from [Bever, 1970])

Syntactically, carried and raced are either the main verb of the sentence or the start of a relative clause. In the first sentence it can be immediately resolved on the semantic level since usually hay cannot carry anything. In the second sentence the human reader first assumes that raced is the main verb. But the assumption is later falsified and the sentence has to be reanalyzed. Such sentences are also called garden-path sentences.

Transitive or intransitive verb

After the private had fainted [,] the sergeant decided to end the military drill.

After the private has saluted [,] the sergeant decided to end the military drill.

(taken from [Frazier and Rayner, 1982])

In the first sentence the temporal ambiguity does not exist since fainted is an intransitive verb. In the second sentence a temporary ambiguity occur since saluted can be either used transitive or intransitive way. Only after decided it is clear that it is used in an intransitive way.
4.1.2 Research methods

To get a deeper impression how temporal ambiguities are processed by humans, e.g., when ambiguities are resolved, which initial parsing preferences exist and if several alternatives are processed at the same time, a subject is confronted with a series of test sentences and some data is measured. The test sentences are chosen in a way to test against a postulated hypothesis, e.g., how the initial preferences in certain syntactical constellations are. A great problem is to find a suitable set of test sentences which test only the hypothesis and is not influenced by other factors. In the past many results had to be revised for that reason [Rohde, 2002].

    Two principally different methods are available to measure the data:
· Measuring data during the subject reads the sentence or listens to it (on-line techniques).
· Measuring data after the subject has read the sentence or has listened to it (off-line techniques).
On-line techniques

Only techniques which are restricted to reading are known to the author. One technique is that the user is presented only part of the whole sentence and has to press a button to see the next part [Mitchell, 1984]. The timestamps of the button presses are recorded. The test can be easily done, but it is regarded as inexact and often problematic.

A more appreciated and informative method is eye-tracking. The movement of the eyes is recorded during reading. Eye-tracking works exactly enough to detect which word the subject is looking at.

Off-line techniques

The subject reads or listens to the sentence and has to solve a task afterwards. Popular tasks are decision tasks and naming tasks. Decision tasks include questions if the utterance is valid, if it corresponds to a picture shown afterwards, if it is grammatically or not or simply if it is comprehensible or not. A naming task is, e.g., to name a mentioned color. Depending on the setting of the experiment, the reaction time or if the answer was correct or not is of interest. Reaction times can give a hint how difficult it was for the user to process the sentence.

4.1.3 Cognitive models

Several cognitive models have been developed modelling how humans deal with temporal ambiguities. Due to the problems collecting reliable data and often vague predictions of the models, it seems that none of the models is excepted by the majority of researchers as the model representing human processing best. The models differ in the processing model (serial, parallel or delayed) and in the strategies influencing the processing (e.g., syntactic and semantic context).

Processing models

Serial models

It is assumed that input is processed following a depth-first strategy in structure building. If the first built structure fails, a reanalysis of the sentence is activated. Examples for serial models include the Theory of Syntactic Closure [Ford et al., 1982], the Sausage Machine [Frazier and Fodor, 1978] and the Garden Path Theory [Frazier and Rayner, 1987].

In some models, e.g., the Sausage Machine and Garden Path Theory positions with temporal ambiguities are tagged to allow a faster reanalysis. 

Serial models do not predict any differences in processing temporal ambiguous regions, however the tagging operation may result in a somewhat increased processing load.

Parallel models

Several structures can be handled in parallel. In most models the resources are restricted (Resource-Limited Parallel Model) and it is not possible to handle arbitrary many structures in parallel. Examples for parallel models are described in [Gibson, 1991], [MacDonald, 1994] and [Stevonson, 1995].

Some models, e.g., [Mitchell, 1984] also suggest that not all parallel structures are equal, but some get more resources (Biased parallel model).

The models predict an increased processing load in temporal ambiguous regions leading to slower processing.

Delay models

The integration of constituents is postponed until a disambiguation is possible. Examples for delayed models are Minimal Commitment Model [Frazier and Rayner, 1982], the Wait-and-See Model [Just and Carpenter, 1980] and the Delay Model [Smith et al., 1991].

The models predict that temporal ambiguous regions are processed faster since the constituent has not to be integrated in the overall structure.

Hybrid models

Some models state that depend on the current work load different strategies are chosen, i.e., the chosen strategy depends on how many other things the brain has to do at the same time. An example for a hybrid model is [Just and Carpenter, 1992]. It postulates that at a low work load a parallel model is used but on a high work load a serial model.

Processing strategies

The experiments show clear evident that most temporary ambiguities have an initial preference for one reading. A lot of research deals with the question which factors determine the initial preference. The factors can be roughly classified in structure based decisions, lexical based decisions and semantic and pragmatic decisions.

Structure based decisions: The initial preference is guided by the already built-up syntactic structure and the potential extensions of the structure. Many models were postulated containing each a set of principles determining the initial preference, e.g., by [Kimball, 1973] and [Frazier and Rayner, 1982]. To give an impression how such principles look like some examples taken from [Frazier and Rayner, 1982] are presented.

Late closure New words are added to the constituent that is the current node of the parser.

Minimal attachment New words are added in a way that minimizes the number of new nodes.

Lexical based decisions  The initial preference depends on single words in the sentence, especially verbs and their possible sub-categorisations, e.g.,
The tourist signalled to the guide that they couldn’t hear

The tourist objected to the guide that they couldn’t hear

In the first sentence the initial preference is that that they couldn’t hear is attached to signalled, in the second sentence the clause is attached to guide.

Semantic and pragmatic decisions World knowledge and pragmatic conventions are regarded. This is realized in MacDonald’s model [MacDonald, 1994] and in CAPERS [Stevonson, 1995]. 

In [Taraban and McClelland, 1988] it is shown that the initial preference often depends on semantics.
Prosodic information The intonation and duration of words influence the initial preferences. It is even possible that garden-path effects disappear when prosody is used accordingly ([Beach, 1991]).

4.1.4 Influence on the SPIN parser

This section shows how the presented psycho-linguistic research is used for further performance optimizations of the SPIN parser.
Processing models

    The SPIN parser uses a parallel model with resource limitations combined with a tagging mechanism for fast reanalysis of initially discarded alternatives. By varying the resource limitations the parser can either deliver solutions with a higher frequency or with a lower frequency. The time required to find all solutions is shorter if the frequency of the produced solutions is lower. Usually, parsing is aborted after a certain time to provide a constant good reaction time of the system. Depended on the current setting, like the used knowledge bases, the size of the n-best list of the speech recognizer and the hardware, a higher or a lower frequency of produced solutions provides the best overall performance.

    The explanation of how the parallel model is realized in the SPIN parser requires a short look inside some basic ideas of the parser. A more detailed description of the parser can be found in [Engel, 2002]. 

    Due to the powerful template language it is impossible to develop a parser which delivers acceptable processing times in all cases, i.e., for arbitrary input and arbitrary knowledge bases. Instead the SPIN parser is optimized for knowledge bases which are typically for dialogue systems. One of the optimizations is a sequential application of the templates (rules). This means also that a template has to be applied always to the whole chart. Therefore, the time to find the first solution depends on the average size of the chart. The chart is split in two charts when the number of alternatives in the chart exceeds a given maximum. This maximum can be compared with the resource limit in the parallel model of human language processing. One of the split charts is used to continue processing, the other one is stored in the agenda and reused later. Storing in the agenda is comparable to the tagging mechanism found in some of the serial models of human language processing.

    Stronger limited resources, i.e., a lower maximum amount of allowed alternatives in a chart, lead to faster found first solutions as the time required for template applications is shorter on smaller charts. But as some computations have to be done multiple times when processing of stored charts is continued, the time to find all solutions is longer.

Processing strategies

As already mentioned finding the best solution earlier can be important due to the limited processing time. One way to influence which solutions are found first is how optional templates are applied. An optional template creates always two solutions: one with the template applied and the other one without. By specifying which solution is generated first it is possible to influence which overall solutions are generated first. Such an approach is comparable with the initial preferences for temporal ambiguities of humans.

In the following processing strategies used by the SPIN parsing approach are compared with human processing strategies.

Structure based decisions Since no syntactic analysis is involved, structure based decisions can take place only on a semantic level. Currently, no general rules are applied, but it is in principle possible, e.g., a modification of an object like a tile set (corresponds to a PP) is preferred over a modification of an action like adding a tile set (corresponds to a NP).
Lexical based decisions The required information, e.g., case frames of verbs, is not separately available in the SPIN parser. The information is only indirectly encoded in the templates, see also the next item.
Semantic and pragmatic decisions It is already possible that optional templates can be marked if they should be initially applied or not. This is means the template writer can influence the initial reading on a semantic level.
Beyond that, many extensions are possible but it is not decided if they will be realized. As always the costs have to justify the possible gains. One thinkable extension would be that the context, e.g., the current dialogue state and the expectations can influence the state (first applied or not) of a template. Another possible extension would be to annotate the states automatically, e.g., by measuring application frequencies.

Prosodic information Prosody is currently not used, but the usage is planned, e.g., the presence or absence of pauses influences if an optional template is applied first or not.
4.2 Disfluencies
In human-human interaction disfluencies are quite often, e.g., [Oviatt, 1995] reports 5.50-8.83 disfluencies per 100 words. Research in human-machine interaction shows varying results. In the TRAINS-93 dialogue corpus 23% of the turns contain at least one repair [Heeman, 1997], in contrast [Oviatt, 1995] reports only 0.78-1.78 disfluencies per 100 words. In the following subsections we will  give first an overview of the different phenomena and then deal with the implications on parsing.
4.2.1 Phenomena

The disfluencies can be categorized in (taken from [Tseng, 1999])

Pauses

Pauses can be divided in filled pauses like uh, um, er and silence [Shimanoff and Brunak, 1977].

Repetitions

Repetitions have either a rhetorical purpose (intensify the effect of an expression) or the speaker is trying to gain time by repeating words [Hieke, 1981]. Pauses are usually located after the repeated word

[Shriberg, 1995].

Restarts

The utterance is interrupted and the speaker begins with a new utterance without finishing or repairing the previously interrupted phrase [Local, 1992].

Speech errors

Speech errors include non-existing words (false segmental realizations), wrong inflections, incorrect cases and wrong word order [Fromkin, 1980].

Speech repairs

Some words are incorrectly or inappropriately produced and afterwards corrected. Speech repairs consist of a sequence of reparandum, edit signal and repair [Schriberg, 1994].

Reparandum Words or phrases that have to be corrected (often incomplete and interrupted).

Edit signal A silent or filled pause or a cue phrase, like I mean.

Repair The words or the phrase that corrects the reparandum.

Note that the reparandum and repair may contain more than just the wrong word but also surrounding words, e.g., go [from left again to][uh] [from pink again to] blue.
4.2.2 Influence on the SPIN parser

Disfluencies are treated in parsers usually in two different ways: They are handled in a pre-processing step, so the actual parsing is not affected at all by disfluencies. This approach is realized in Verbmobil [Ruland et al., 1988]). Or they are handled during parsing , e.g., by using pattern matching to identify repairs. This approach is used in CommandTalk [Stent et al., 1999].

The SPIN parser supports disfluencies by robust processing and a modified scoring function. Due to the robust parsing approach the solution intended by the user is in most cases already among the solutions found by the parser. The problem is that the solution intended by the user has not always the highest score.

The reason is that the default scoring function takes into account the portion of input words that are used to create the result structure. The score of an utterance containing a disfluency is usually not so high, since it contains unprocessed words. Other alternatives in the n-best list without disfluencies may get a higher score. It is also possible that the solution which uses the original uncorrected words for the result structure gets a higher score if the reparandum contains more words than the repair.

The idea is to modify the scoring function in such a way that disfluencies are regarded as part of the result. The different types of disfluencies are handled in the following manner.

Pauses

Pauses do not need a special treatment, since they are either silent or filled with words like uh that are filtered out before processing.

Repetitions

Repetitions are recognized and lead to a slightly lower scoring. The detection algorithm looks for unprocessed words followed by the same word which is used to generate the result structure.

Restarts

Restarts are also recognized. They are detected if the beginning of the utterance was not used for the result structure. Unfortunately that does not always work since parts of the beginning could be integrated in the result.

Speech errors

Non-existing words (false segmental realization) are not treated as most speech recognizers cannot recognize them at all. Wrong inflections and incorrect cases are handled by using the stem of a word for matching. Wrong word order is at least partially handled by the template language which allows writing of word order independent templates (required anyway for relatively free-word order language, like German).

Speech repairs

Currently, speech repairs are only handled if the reparandum and the repair consist of a complete semantic entities which are semantically similar, e.g., the window uh the door. In this quite common case the scoring function looks for a structure not included in the result followed by a structure included in the result and checks if they semantically similar, i.e., if they can be both used as slot-fillers. If this is the case the structure not included in the result is regarded as reparandum and the words are treated as part of the result structure leading to a higher score.

Handling of the other cases, e.g., corrected verbs that are not represented as an own semantic structure is still under investigation. Possible solutions include considering the edit signal and the parts of speech of the words in the reparandum as well as in the repair.

4.3 Conclusion

Psycho-linguistic research helped to improve the overall performance of the natural language processing module. Mainly, two areas were addressed: Research on temporal ambiguities helped to optimize processing times and research on disfluencies helped to design proper processing of disfluencies.
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5 The influence of cognitive linguistics models on the DAM

The Dialogue and Action manager in the COMIC project is the module which plans the next system action. The dialogue action is decided based on a variety of types of information: domain knowledge, dialogue state and dialogue history. Domain knowledge is that information which is fundamental to describing the topics of the dialogue.  The dialogue state is the representation of the user’s current position in the overall scheme of the dialogue. The dialogue history contains a record of both user and system utterances in the dialogue. In our application domain of bathroom design, there are two different dialogue phases that have different interaction styles or goals: the room measurement phase and the tile set selection phase.  We are in the unusual and interesting position of working with two different kinds of dialogue scenarios – one very task driven and the other a browsing/shopping task.  In both phases we aim to provide a mixed-initiative approach allowing the user the flexibility to interact with the system using their own initiative: the user should be able to input relevant information (actions and questions) at any time during the dialogue when the microphone is open. 

The application of cognitive principles in the design of the DAM has been focussed on very general questions of dialogue interaction. Do human–human interaction principles apply to human–computer interactions? One of the research aims in designing the Dialogue Manager is to test whether this is true in our computer-based dialogue application.  We have designed the DAM on the assumption that these principles do apply and have outlined the fundamental principles below.  However, in the lifetime of COMIC, we will test whether this assumption is correct and give feedback on how the Dialogue Manager could be altered to accommodate human-computer interaction better if the assumption is shown not to be correct. 

The COMIC DAM was designed to accommodate the following fundamental principles of dialogue functionality:

1 The sequential relatedness of dialogue interchanges concerned in a particular dialogue task: e.g. eliciting a name or address or correcting a misunderstanding: these are hard to express in rule- or finite-state based-systems which tend to be too atomic in structure. To this end we designed the DAFs--Dialogue Action Frames----to capture this associated-utterance and stereotypical aspects of dialogue behaviour.
2 The ability of human interlocutors to break out of such stereotopy and change the dialogue topic at any point. This the DAM models by determining the closest DAF at every new input utterance and deciding whether to continue evaluating input within the existing DAF or superimpose a new, closer matching, one on to the top of the stack of DAFs.

3 During the execution of any response utterance it must also be possible to execute real world actions at the same time, and the "register" feature of ATNs/DAFs allows this in a natural way.
4 Topics are ended during dialogue but humans expect to be able to return to incomplete earlier topics---the recursive retrieval of unstacking DAFS gives a natural model for this in the DAM, always returning where possible to the DAF exposed at the top of the stack when a DAF is unstacked. However, a user may wish to return to a deeper stacked earlier item without reopening the intermediate stacked items. One cognitive hypothesis we are pursuing is that this may best be modeled by simply abandoning the intermediate incomplete DAFs, in that a user, in retrieving a deeper item, may be implicitly declaring no interest in intermediate incomplete items---unless, that is, the potentially discard DAFs contain items that must be filled, in which case such an item must be reinstated in the stack in some cognitively plausible way. 

5.1 Initial considerations in designing the DAM

The object of the Dialogue Management strategy is to build a cooperative multi-modal dialogue system which aids the user in the complex task of designing a bathroom. 

We assumed that a plausible DAM system must be able to have at least the following functionalities:

(a) determine the form of response appropriately, within dialogue turn pairs, where appropriately means in both pragmatic (i.e. dialogue act functional) and semantic terms (i.e. give correct answers to questions, if known).

(b) have some form of representation of a whole dialogue, which means  not only opening and closing it appropriately, but knowing when a  topic has been exhausted, and also how and when to return to it, if  necessary, even though it be exhausted from the system's point of view.

(c) have appropriate access to a data base if there is to be a question-answering  function, on the basis of stored (usually application  dependent) knowledge.    

(d) have appropriate access to a database that can be populated if  information is to be elicited from the user as part of a task.    

(e) have some form of reasoning, belief/goal/intention representation,  user modeling and planning sufficient to perform these tasks, though  this need not imply any particular form of representation or mechanism  for implementing these functionalities.    

(f) have some general and accessible notion of where in the whole  dialogue and task performance the system is at any moment.  The key problems for dialogue system performance, and therefore  reasons for failure, are:    

i. the inability of a dialogue system to find the relevant  structure/frame that encapsulates what is known to the system about  the subject under discussion and to use this to switch topics when the  user dictates that. This is the main form of what we shall call the frame detection problem in dialogue management, one  normally addressed by some level of overlap of terms in the input with  indexes attached to particular task frames in the current application.   

ii. another problem for all dialogue systems is recovery from not  knowing how to continue in a given dialogue state, and quite different  strategies are out there in the field: e.g. the Rochester-style  strategy [Allen80] of the system taking a definite, and possibly wrong,  line with the user, relying on robust measures for revision and  recovery if wrong, as opposed to a hesitant (and potentially  irritating) system that seeks constant confirmation from the user  before deciding on any action. We shall also opt for the former strategy, and hope for sufficiently robust recovery, while building in implicit confirmations for the user wherever appropriate.    We anticipate a core dialogue engine that is both a simple and perspicuous virtual machine (and not a lot of data/links and  functionalities under no clear control) and which can capture (given  good data structures) the right compromise between push (user  initiative) and pull (system initiative) that any robust system must  have. Our DAM sketch below, now implemented and integrated into the COMIC project, is intended to capture this combination of perspicuity  (for understanding the system and allowing data structures to be  written for it) and compromise between the two opposed dialogue  initiative directions. 

5.2 Choosing a level of structure

There is as yet no consensus as to whether a DAM should be expressed  simply as a finite-state automaton, a well understood and easy to  implement representation, or utilise more complex, knowledge-based,  approaches such as the planning mechanism employed by systems such as  TRAINS [Allen95]. 

The argument between these two views, at bottom, is about how much  stereotopy one expects in a dialogue and which is to say, is it how  much is it worth collecting all rules relevant to a subtopic together,  within some larger structure or partition? Stereotopy in dialogue is  closely connected to the notion of system-initiative or top-down  control, which is strongest in ``form-filling" systems and weakest in  chatbots. If there is little stereotopy in dialogue turn ordering,  then any larger frame-like structure risks being over-repetitious,  since all possibilities must be present at many nodes. If a system  must always be ready to change topic in any state, it can be argued,  then what is the purpose of being in a higher level structure that one  may have to leave? The answer to that it is possible to be always  ready to change topic but to continue on if change is not forced: As  with all frame-like structures since the beginning of AI, they express  no more than defaults or preferences.    
The same opposition was present in early AI planning theory between  rule-driven planners and systems like SRI's STRIPS that pioneered more  structural objects consisting of expected default actions [Fikes71].    The WITAS system [Lemon01] was initially, at least, based on networks of  ATN (Augmented Transition Network) structures, stacked on one of two  stacks. In the DAM described below we also opt for an ATN-like system  which has as its application mechanism a single stack (with one slight  modification) of DAF's (Dialogue Action Frames) and suggest that the  WITAS argument for abandoning an ATN-type approach (namely, that  structure was lost when a net is popped) is easily overcome. We  envisage DAFs of radically different sizes and types: complex ones for  large scale information eliciting tasks, and small ones for dialogue  control functions such as seeking to reinstate a topic. 
Our argument will be that the simplicity and perspicuity of this (well understood and easily written and programmed) virtual machine (at  least in its standard form) has benefits that outweigh its  disadvantages, and in particular the ability to leave and return to a  topic in a natural and straightforward way. As we shall see below,  this is a complex issue, and the need to return to unpopped  syntactic ATN networks, so as to ensure completeness of  parsing, is quite different in motivation from that of returning to an  interrupted topic in dialogue processing. In syntactic parsing one  must so return, but in dialogue one can sometimes return  in a way that is pragmatically inappropriate and we shall deal with  that below, and seek new forms of dialogue constraint and  generalization. 

5.3 Dialogue Management using DAFs

We use a single pop-push stack architecture that loads structures of radically differing complexities but whose overall forms are  DAFs. The algorithm to operate such a stack is reasonably well understood, though we will suggest below one amendment to the  classical algorithm, so as to deal with a dialogue revision problem  that cannot be dealt with by structure nesting.  

The general argument for such a structure is its combination of power, simplicity and perspicuity. Its key language-relevant feature (known  back to the time of Woods [Woods70] in syntactic parsing) is the fact that  structures can be pushed down to any level and re-entered via  suspended execution, which allows nesting of topics as well as  features like barge-in and revision with a smooth and clear return to  unfinished materials and topics. This is so well known that it has entered the everyday language of computer folk as “stack that topic for a moment". Although, in recursive syntax, incomplete parsing structures must be returned to and completed, in dialogue, one could  argue that not all incomplete structures should be re-entered for  completion since it is unnatural to return to every suspended topic no  matter how long suspended, unless, that is, the suspended structure  contains information that must be elicited from the  user. One experimental question here will be whether there are  constraints on such re-entry to suspended networks, analogous to the  semantic networks in Grosz's [Grosz77] dialogue systems and the absolute  constraints she proposed on long range reference back to open topics. 

There will be DAFs corresponding to each of the system-driven  sub-tasks which are for eliciting  information. There will also be DAFs for standard Greetings and Farewells, and for complex dialogue control tasks like revisions and  responses to conversational breakdowns. A higher granularity of DAFs  will express simple dialogue act pairs (such as QA) which can be  pushed at any time (from user initiative) and will be exhausted (and  popped) after a query to the COMIC database/ontology.  
The stack is preloaded with a (default) ordered set of system initiative DAFs, with Greeting at the top, Farewell at the bottom and  such that the dialogue ends with maximum success when these and all  the intermediate information eliciting DAFs for this task have been  popped. This would be the simplest case of a maximally cooperative  user with no initiative whatever; he may be rare but must be catered  for if he exists. 
An obvious problem arises here, noted in earlier discussion, which may  require that we adapt this overall DAM control structure:  

If the user proposes an information eliciting task before the system  does (e.g. in a bathroom world, we suppose the client wants to discuss  tile-colour-choice before that DAF is reached in the stack) then that  structure must immediately be pushed onto the stack and executed till  popped, but obviously its copy lower in the stack must not be executed  again when it reaches the top later on. The integrity of the stack  algorithm needs to be violated only to the extent that any task-driven  structure at the top of the stack is only executed from its initial  state if the relevant part of the database is incomplete.  
However, a closely related issue is the  situation where user-initiative forces the revision/reopening of a  major topic already popped from the stack; e.g. in a bathroom world,   the user has chosen pink tiles but later, and at her own initiative,  decides she would prefer blue and initiates the topic again. This  causes our proposal no problems: the tile-colour-choice DAF structure  is pushed again (empty and uninstantiated) but with an entry  sub-network (no problem for DAFs) that can check the ontology, see it  is complete, and begin the sub-dialogue in a way that responses show  the system knows a revision is being requested. It seems clear to us that a simple stack architecture is proof against arguments based on  the need to revisit popped structures, provided the system can  distinguish this case (as user initiative) from the last (a complete  structure revisited by system initiative). 
A similar device will be needed when a partly executed DAF on the stack is re-entered after an interval; a situation formally analogous  to a very long syntactic dependency or long range co-reference. In  such cases, a user should be asked whether he wishes to continue the  suspended network (to completion). It will be an experimental question  later, when data has been generated, whether there are constraints on  access to incomplete DAFs that will allow them to be dumped from the  top of the stock unexecuted, provided they contain no unfilled  requests for bathroom choices. 

What has not been touched upon here is the provision, outside the main stack and content-structures, of DAM modules that express models of  the user's goals/beliefs/intentions and which reason over these. We shall postpone this discussion as inessential for getting a DAM  started and able to generate dialogue data for later learning and  modification (see further below), provided what we ultimately propose  can transition from simpler to more complex structures and functions  without radical redesign. To deploy such capacity for bathroom advice  would require an implausible scenario where the advisor has to deal  with e.g. a client couple, possibly interviewed separately so that the  system has to construct a couple's views of each other's wishes. 
We expect later to build into the DAM an explicit representation of plan tasks, and this will give no problem to a DAF since recursive  networks can be, and often have been, a standard representation of  plans, which makes it odd that some redesigners of DAM's have argued  against using ATNs as DAM models, wrongly identifying them with  low-level dialogue grammars, rather than, as they are, structures  (ATNs) more general than those for standard plans (RTNs).

5.4 Practical issues of Dialogue Management for investigation

A range of important functional issues related to the DAM design that we aim to investigate are:

· Quantity of feedback

· Repetition of request

· Explicitness of feedback

· Over redundant responses to user

· Combining information items in one utterance from system etc.

These issues will be addressed through the practical questions posed here:

· The investigation of whether and how often a user goes back to a topic after it has been dropped for several seconds/minutes and what sort of time gap leads to the behaviour of not resuming a previously discussed, but unfinished topic. Related issues are finding out if topic distance (related topics vs. unrelated topics) plays a part or whether the number of different topics discussed plays a part. 

· The investigation of whether people respond better to very structured system-driven dialogues or more flexible open-ended dialogues and if the difference depends on how goal driven the application is.

· The investigation of when redundancy becomes annoying to the user and  when it is essential and how it is related to the complexity of the task at hand. This may have an impact on optimal error handling strategies.

· The investigation of how implicit vs explicit system feedback impacts on 1) how smoothly the conversation flows and 2) user satisfaction. 

· The investigation of how well a user copes with being asked multiple questions at one time rather than over several dialogue turns. 
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6 Multimodal natural language generation
In Edinburgh, one of our main goals in COMIC has been to develop a novel hybrid symbolic-statistical approach to generating multimodal output, inspired by loose analogy to highly successful unit selection approaches to speech synthesis.  While our approach has been primarily motivated by engineering and linguistic concerns, rather than cognitive models, there are nevertheless connections with memory-based language processing (cf. Daelemans, 1999) and with Pickering and Garrod’s (in press) interactive alignment account of dialogue, which we explore in this chapter.

6.1 Hybrid symbolic-statistical NLG

In our hybrid approach to generating multimodal output, the fission (Foster & White, 2004) and realiser (White, 2004a, 2004b) modules use rules to generate a space of possible alternatives, from which the realiser selects a preferred one using a statistical language model.  This works as follows.  The fission module applies rules to select, order, combine and lexicalise content, depending in part on the dialogue history and (soon) the user model.  The resulting content is represented as a sequence of logical forms, one per sentence, which may contain alternative structures (e.g. different lexicalisations) embedded within them. The realiser module transduces the logical forms into strings with intonation markup, according to the possibilities licensed by the grammar, represented in the Combinatory Categorial Grammar (CCG; Steedman, 2000) formalism.  In so doing, it performs a best-first anytime search for the preferred realisation, using its statistical language model to rank partial realisations.

The realiser’s language model is currently a 5-gram back-off model with semantic class replacement (e.g., replacing Armonie by SERIES).  It is built using the SRI language modelling toolkit (Stolcke, 2002), from a test suite containing nearly 600 unique pairs of logical forms and target sentences. The test suite was derived by running the system through a range of simulated dialogues; deduplicating the generated logical forms; realising the logical forms using a language model derived from a smaller regression test suite for the grammar; and manually correcting the resulting realisations to obtain the desired target sentences.  We will look at examples of how this n-gram model scores various possible realisations later in this chapter.

At present, the realiser’s language model only ranks alternatives destined for the speech channel, and it does so in a fairly rigid way.  To improve the flexibility of the model, we are currently investigating the use of factored language models (Bilmes & Kirchhoff, 2003), a new kind of language model where words are considered to be a bundle of factors, such as surface form, stem, semantic class, and part of speech, with the possibility to back off from surface forms in myriad ways.  Such language models should allow us to flexibly consider both surface forms and semantic classes when estimating the probability of a word sequence, and to add additional features such as stems; they may also help to better handle prosodic factors, such as pitch accents and boundary tones.  Going beyond factors strictly related to speech, we plan to also investigate associating multi-modal factors with words, such as accompanying gestures and facial movements.

In comparison to previous work on using language models in generation, going back to Knight and Hatzivassiloglou (1995), the realiser employs a much more linguistically sophisticated grammar that overgenerates only mildly, and thus is capable of achieving essentially perfect realisation results within the COMIC domain; in contrast, earlier approaches have used either broad coverage grammars that overgenerate greatly, or domain-specific models with simplistic grammars that cannot scale to the kinds of sentences desired in COMIC.

Our approach to fission is distinguished by its widespread use of XSLT — a W3C standards-based technology — for robustness and simplicity, together with a linguistically based realiser, and an interface between them that allows for the inclusion of alternatives in the logical forms.
6.2 Unit selection analogy

In unit selection synthesis, the goal is to concatenate pre-recorded segments of speech in a way that both covers the input string and sounds as natural as possible.  Typically, a target utterance structure is predicted and suitable candidates from the inventory are proposed for each target unit; the best candidate sequence is then found by minimising target and join costs, using a Viterbi search.  There are a number of options for the unit size, the main contenders being phones, half phones, diphones or larger units.

An important property of unit selection algorithms is that they are capable of synthesising new utterances using large stretches of recorded ones — even when using small units such as diphones — simply because the join cost between consecutive units from the same recorded utterance is zero.  Indeed, it is for this reason that large or variable sized units are not used in Festival 2 (Clark et al., 2004), as the designers argue that the selection should be performed by the search, rather than by some pre-selection criteria (perhaps implicit in larger units) that may restrict the search in a non-optimal way.

Our hybrid symbolic-statistical approach to generation can be seen to be analogous to unit selection synthesis, insofar as it is likewise capable of realising new sentences by combining large parts of sentences in the training set; moreover, our approach follows the one taken in Festival 2, insofar as it achieves this effect even when starting with minimal units, namely words, rather than, say, phrasal templates.  The reason why, as we will see below, is that the cost of combining two constituents in realisation is largely determined by the extent to which the window of words around the join point, of size 2(n-1), finds a match in a training example.  

To better understand this notion of “join cost” in realisation, first recall that with an n-gram model, the probability of a phrase is equal to the product of the probabilities of the words in the phrase, where the probability of each word is conditional on the n-1 words that precede it.  In a back-off model, when the word has not been observed together with the preceding n-1 word history in the training set, the probability is backed off to the probability of the word given just the n-2 preceding words times the back-off weight, whose value depends on the exact smoothing method chosen; and if the n-2 word history has not been observed, the back-off process continues recursively until no word history remains.  Thus, when two constituents which appeared together in a training example are combined, the cost of joining them — in terms of the reduction in probability of the combined constituent versus the left-hand one — is typically very low, because the probabilities of the initial words in the right-hand constituent become conditional on the final words in the left-hand one; and, when these contexts are rare (as is typically the case with longer n-grams), these probabilities are usually very high.  In contrast, when two constituents which did not appear together are combined, the cost of joining them will be higher, with the extent of the difference depending largely on how much back-off is required to find a matching context in the training set.  
To illustrate, consider the following pairs of examples — focusing on the position of the adverb here — where emphasised words appear in small caps, and phrase boundaries are indicated by vertical bars:

(1a)
Now | , this design | here | is in the classic style | . [€4.37]
(1b)
Now | , here | this design | is in the classic style | . [€21.12]

(2a)
Here | we have a design in the classic style | . [€2.73]
(2b)
We | here | have a design in the classic style | . [€14.31]

In each pair, the (a) example appears verbatim in the training set, and thus is assigned a low cost (negative log probability), shown in brackets with a euro sign.  The (b) examples are like the (a) ones, except for the position of the word here:  in (1b), here appears in front of the subject, as in (2a); whereas in (2b), here appears immediately after the subject, as in (1a).  Underlining shows the extent to which the window of words around here finds a match in the training examples, up to a maximum of four words on either side (note that boundary tones and punctuation marks are treated as words in this model).  As one would expect given the underlining, both (b) examples receive high costs, since in each case here appears in an unusual position — or in other words, continuing the analogy, with each (b) example, the position of here creates awkward joins between itself and the surrounding phrases.  In particular, in each case the probability of here is computed by backing off (almost) all the way down to the word itself — as none of the longer preceding contexts appear in the training set, with the exception of the preceding boundary tone in (2b) — yielding a very low probability.  Furthermore, by introducing a break in an observed word sequence, here causes the ensuing words to back off to shorter contexts than the ones found in the (a) examples, likewise yielding comparatively high probabilities.

The realiser is capable of generating all four variants in (1)-(2), since here is in the lexicon as an adverb capable of appearing in both positions (as well as post-verbally).  However, it will prefer the (a) variants in both cases, given their higher probabilities; indeed, given the difference in probabilities, the best-first anytime search is unlikely to produce the (b) variants at all, as the sub-phrases with here in them are apt to be pruned or left on the agenda when the anytime search is stopped.  What is more, the realiser’s search algorithm is capable of producing the preferred variants without the need for phrasal templates, such as this design here is in the STYLE style or here we have a design in the STYLE style.  Consequently, it retains the ability to flexibly combine phrases from the training examples, as we will see in the next section.
6.3 Memory-based processing

According to Daelemans (1999), memory-based learning and problem solving is inspired by the assumption that in learning a cognitive task, people do not extract rules or other structures from their experience, but instead reuse their memory of that experience directly.  As Daelemans explains, this assumption finds support in psychological studies of human categorisation, where exemplar-based models have often produced good fits of human behaviour and errors.

Memory-based approaches to natural language processing have recently achieved some success, usually by adapting nearest neighbour (also known as case-based or instance-based) reasoning techniques from other AI applications.  Like all learning approaches to NLP tasks, memory-based learning holds out the promise of superior robustness, trainability and portability compared to purely symbolic approaches.  Its particular advantages include ease of learning (just store the examples) and similarity-based reasoning as a smoothing method for low-frequency events, which has been argued to better handle sub-regularities and exceptions than inductive methods, such as decision tree learning.

Memory-based approaches to NLP have typically tackled isolated classification tasks, such as assigning a part-of-speech to a word in context.  However, like all classification-based learning approaches, it is often not obvious how to combine individual classification decisions in tasks involving the optimisation of many related local decisions, such as parsing or realisation, where probabilistic techniques have been easier to apply.

There have been two recent attempts to apply nearest neighbour techniques to natural language generation, (Varges & Mellish, 2001) and (Pan & Shaw, 2004).  While both approaches do well when target test sentences closely match single examples from the training set, neither makes it particularly easy to smoothly integrate phrases from multiple examples, in comparison to our use of probabilistic n-gram models.  

Varges & Mellish (2001) investigate an approach that has directly informed our research.  As in our approach, they use a grammar to generate a space of alternatives, and choose among them by computing the similarity of possible realisations to the examples in the training set.  Where their approach differs is that they compute similarity by comparing a possible realisation to the single most similar example in their instance base.  While they acknowledge that in some cases it would be better to combine phrases from multiple examples, they leave this topic for future research, suggesting only that one could employ k nearest neighbours, rather than a single one; however, it is unclear how one could determine an appropriate value for k, especially if it is allowed to vary depending on the input.

Pan & Shaw’s (2004) approach is less similar to ours, since they do not employ a grammar to generate a space of alternatives.  Instead, they retrieve and modify examples from their instance base, using a measure of modification cost to guide their choices.  A potential advantage of their approach is that it relies less heavily on a sophisticated grammar (though they do require syntactic and semantic markup of their training examples).  A disadvantage of their approach is that their adaptations are entirely rule-based, and thus have less potential to flexibly integrate phrases from multiple training examples.

While our approach would be considered a statistical rather than a memory-based one, according to Daelemans’ characterisation — since it uses n-gram models trained on a set of examples, rather than those examples directly — there is a sense in which n-gram models represent the most direct approach to using observed word sequences and their frequencies in computing similarity to a set of training examples.  After all, n-gram models are little more than tables of smoothed and normalised counts of observed word sequences.  Moreover, we have taken on board the memory-based motto that “forgetting exceptions is harmful” in how we build our n-gram models, in several ways.  First, since our training set is small, we are able to employ 5-gram models, rather than the usual trigram models, in order to model this set more precisely (cf. Goodman, 2001).  Second, since we assume our training set is of high quality, we trust and keep all 1-counts.  Finally, as we move to factored language models, our back-off method will more closely resemble the similarity measure employed in Pan & Shaw’s case-based approach.

To demonstrate how our current language model handles exceptions and smoothly integrates phrases from multiple training instances, consider the following example from (Foster & White, 2004):

(3a)
Do you mean | this classic design | ?  [€2.56]
(3b)
Do you mean | this design | , in the classic style?  [€3.41]

(4a)
Do you mean | this design by Coem | ?  [€8.27]
(4b)
Do you mean | this design | , with tiles by Coem | ?  [€1.93]

Examples (3)-(4) show possible ways to ask whether a user meant a design with a particular attribute, such as style or manufacturer; underlining shows the word window around design with a match in the training examples. The (a) versions include the attribute within the noun phrase, whereas the (b) versions add it in an appositive phrase.  When the attribute is style, as in (3), we considered both the (a) and (b) variants to be acceptable; however, when the attribute is manufacturer, as in (4), we considered the (a) variant to be undesirable, since it contains a post-nominal modifier without a phrase break.  For simplicity, the fission module generates both patterns with all attributes, and does not contain a special case rule to avoid generating the logical form for (4a).  Instead, to avoid (4a), we simply removed all phrases of this form from the n-gram training set.  As a consequence, the n-gram model assigns a much higher cost to (4a) in comparison to (4b), whereas (3a) and (3b) get fairly similar costs.

It is worth observing that the n-gram model’s ability to recognise (4a) as an exception depends on the value of n, as shown in the table below:

	
	n=1
	n=2
	n=3
	n=4
	n=5

	(3a)
	€18.67
	€5.84
	€3.05
	€2.50
	€2.56

	(3b)
	€25.42
	€9.04
	€4.84
	€3.40
	€3.41

	(4a)
	€20.05
	€8.95
	€8.33
	€8.27
	€8.27

	(4b)
	€25.38
	€8.94
	€4.26
	€1.97
	€1.93


As can be seen from the n=1 column, the unigram model actually assigns (4b) a higher cost than (4a), due in large part to the greater number of words in (4b).  The n=2 column shows that the bigram model still doesn’t really capture the exception, as (4a) and (4b) are assigned almost exactly equal cost.  The n=3 to n=5 columns show that the models with longer n-grams do capture the exception, with the 5-gram model doing the best job of preferring (4b) over (4a), while putting (3a) and (3b) on similar footing.  The reason why is that by in (4a) requires backing off to the unigram probability, introducing a “bad join” to the phrase, and the models with longer n-grams require more back-off than the models with shorter ones.
Now, while the training set contains examples that are identical to (3a), (3b) and (4b) except for the particular style or manufacturer, it does not contain an example putting the two attributes together.  Nevertheless, it is still capable of assigning a much lower cost to a possible realisation that combines (3a) and (4b), rather than (3b) and (4a):

(5a)
Do you mean | this classic design | , with tiles by Coem | ?  [€4.02]
(5b)
Do you mean | this design by Coem | , in the classic style | ?  [€13.92]

In (5a)-(5b), underlining shows the matching word window around the comma and the word by, respectively.  Example (5a) puts the two attributes together using a “good join” at the comma:  while the sequence STYLE design |  , (i.e., an instance of the style class, then the word design, then a boundary tone, then a comma) does not appear in the training set, the sequence design |  , is not infrequent, and backing off to this point does not add much to the cost.  In contrast, (5b) involves the same bad join with the word by as in (4a), in addition to a join at the comma, which is somewhat worse than the one in (5a).
6.4 Interactive alignment

In Pickering and Garrod’s (in press) interactive alignment account of dialogue, a conversation is successful to the extent that the interlocutors end up with aligned situation models.  How do conversational partners achieve this alignment?  In contrast to “intentional” views of conversation, where interlocutors regularly infer what they believe their listener knows or does not know in order to determine what to say, Pickering and Garrod argue that the pressures of actual conversation usually mean that interlocutors perform very little “other modelling.”  Instead, they suggest that conversational partners tend to align their representations at all levels, with alignment at lower levels leading inexorably to alignment at the higher levels, and ultimately at the situation level — without interlocutors needing to formulate the explicit goal of aligning their situation models.  When people fail to align their representations, Pickering and Garrod argue, they make use of an automatic repair mechanism, with explicit repair of misalignment very much a last resort.

An important facet of Pickering and Garrod’s theory is that alignment is facilitated by priming, which can have the effect of short-circuiting the full language production process, thereby aiding fluency in conversation. For example, while a choice between two synonyms might normally involve some processing difficulty, if one has been established in the dialogue (e.g., by lexical entrainment), no meaningful process of selection is needed.

Although our generation model is not intended to be psychologically plausible, we nevertheless expect that priming would have a similarly beneficial effect of short-circuiting production decisions in our best-first anytime approach to realisation.  The reason is that realisations that use primed phrases should be found more quickly, and the anytime search can be cut off once a reasonable solution has been found, rather than having to consider all possible choices.  

While ASR and resource limitations may prevent us from implementing priming in the COMIC system, we suggest that adapting cache language models for generation would do the trick.  Cache language models are based on the assumption that if a speaker uses a word, it is likely that s/he will use the word again in the near future.  Cache models work by interpolating simple language models derived from the recent context with more elaborate, context-independent models. As Goodman (2001) explains, cache models can yield impressive reductions in perplexity, and bigram and trigram cache models usually work better than unigram ones; a further boost may be observed when the cache models are interpolated conditionally, i.e., depending on whether the cache contains the relevant word history.

To illustrate how a cache model could be used to implement priming in realisation, consider the following ways of informing the user of the style of a design on the screen:

(6a)
This design is classic | .  [€2.44]
(6b)
This design is in the classic style | .  [€2.84]

The costs assigned to these sentences are shown in brackets, with no cache model, i.e. with no contextual priming.  Now consider the following requests to see this design:

(7a)
Show classic | .
(7b)
Please show me a design in the classic style | .

The effect of conditionally interpolating (with equal weight) a simple bigram model based on (7a) or (7b) on the scores for (6a)-(6b) are shown in the following table:

	
	no 
context
	(7a)
	(7b)

	(6a)
	€2.44
	€2.62
	€3.71

	(6b)
	€2.84
	€4.29
	€2.67


Here we can see that with (7a) as the context, a slight preference for (6a) becomes a much stronger one, since the trigram starting with the word classic in phrase-final position finds a match in (6a) only.  In contrast, with (7b) as the context, (6b) comes out preferred, since the phrase in the classic style only matches (6b).

It is interesting to observe that simple bigram or trigram cache models can affect syntactic choices, not just lexical ones.  For example, consider the following ways of conveying the manufacturer and series of a design:

(8a)
This design uses tiles from the Armonie collection by Coem |.  [€2.84]
(8b)
This design uses tiles from the Armonie series by Coem | .  [€6.90]
(8c)
This design uses tiles from Coem ’s Armonie collection | .  [€5.13]
(8d)
This design uses tiles from Coem ’s Armonie series | .  [€2.02]

With no context, (8a) and (8d) turn out preferred, as variants like (8b) and (8c) happened to be given short shrift in putting together the set of training examples.  Now consider the following user utterances as contexts for (8):

(9a)
Show a series by Coem | .
(9b)
Show Coem ’s Armonie collection | .

Conditionally interpolating a bigram cache model based on (9a) or (9b) changes the costs assigned to (8a)-(8d) as follows:

	
	no 
context
	(9a)
	(9b)

	(8a)
	€2.84
	€3.13
	€5.27

	(8b)
	€6.90
	€2.71
	€9.14

	(8c)
	€5.13
	€6.44
	€2.38

	(8d)
	€2.02
	€4.64
	€3.27


As the table shows, interpolating a cache model based on (9a) or (9b) changes the costs to prefer the syntactically similar variants in (8b) and (8c), respectively, despite the countervailing lexical tendencies out of context.  Specifically, the phrase a series by Coem in (9a) boosts the relative score for (8b); while with (9b), the phrase Coem’s Armonie collection primes the possessive form in (8c).

In Branigan et al.’s (2000) study of syntactic priming in dialogue, using descriptions of the form the X offering the Y to the Z or the X offering the Z the Y, they found that the syntactic structure of the confederate’s description strongly influenced the syntactic structure of the experimental subject’s description, with a larger effect observed when the verb remained the same in both descriptions.  To obtain similar effects with cache language models, one could try factored language models, with back-off to both part-of-speech and semantic class factors.
Given that cache models appear to be capable of producing both lexical and syntactic alignment, one is apt to wonder whether there is really a need for priming at the syntactic level, as in Pickering and Garrod’s model.  Branigan et al. argue that lexical priming is not enough to produce syntactic alignment, but their argument considers only words in isolation (i.e. unigrams), rather than words in sequence.  Of course, since word sequences, especially ones containing function words, contain a great deal of implicit syntactic information, finding cases where priming syntactic representations is truly necessary may be difficult.  If such cases do exist, factored cache models could perhaps be extended to account for them by including richer part-of-speech tags, or supertags (Joshi & Srinivas, 1994), as an additional factor.  With CCG (and related lexicalised theories of syntax), supertags encode the syntactic category of a lexical item, and play essentially the same role as the “nodes representing combinatorial possibilities” in Branigan et al.’s model of lexical access.
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7 The assumptions behind COMIC’s facial animation
  In the specification of the demonstrator, which is designed to provide assistance in the completion of a specific task, it was desired that the role of the computer be complemented with a Virtual Agent.  This Agent is the visual embodiment of the expertise encoded in the program. It is the Agent that is seen as asking questions to gain the information that the program needs. It is the Agent that looks confused when the program is not able to process the acquired information. It is the Agent that welcomes the user to the system and thanks them at the end of the session.

  To visualize a conversational Agent, specific requirements must be met. The system must produce recognizable expressions, it must be flexible, and it must, above all, be real-time capable (i.e., interactive).  In the following sections, we will outline the models of human-human conversation that underlie the roles we chose for our Virtual Agent, as well as the perceptual and technical models that determined how we chose to realize those roles. More specifically, in section 6.1 we discuss the various roles that a face plays in conversation. In section 6.2, we discuss some aspects of the human perception of facial expressions, and derive some requirements for the Virtual Agent. In section 6.3, we talk about the different animations techniques available, mention some of their advantages and disadvantages and describe how the relationship between perceptual requirements and animation techniques determined our chosen animation style.

7.1 The role of faces in conversation

   Communication is simultaneously one of the most important and one of the most complex tasks that humans undertake. It should not be surprising, then, that language in general and conversations in specific have been extensively studied (either in the guise of linguistics, psycholinguistics, social psychology, etc.). A comprehensive review of these fields is, of course, well beyond the scope of this document. Here, we will restrict ourselves to a brief examination of the role of the human face in a conversation.
   Facial expressions and motions come in an almost bewildering variety, and seem to play several roles within a conversation. There are a number of methods for classifying the role of facial motion (see, for example, Poggio & Pelachaud, 2000). Here, we present a framework that, although simple, none-the-less serves to highlight the central goals an Interface Agent needs to meet.

  Emotions. One of the most widely recognized roles of a face in a conversation is to express emotion. In other words, the face can be used to express meaning all by itself, much as one can use one’s voice to express emotion.  In this regard, the face is an information channel in-and-of itself. Figure 6.1 shows static snapshots from several emotions. It is impressive that without (a) knowing the person, (b) a conversational context, or even (c) motion, we can still tell what this person is trying to tell us. We will examine the perception of emotions a bit more in Section 6.2. Here, we wish to focus on one particular feature of expressions: Universality. Most cultures seem to use facial expressions of emotion (see, e.g., Ekman, 1972). Indeed, Ekman and colleagues argue that a subset of the vast array of emotional expressions is “Universal”. The 7 universal expressions are: happiness, sadness, fear, anger, disgust, surprise, and contempt. These 7 “magic” emotions are considered universal because regardless of who produces the facial expression everyone from any culture will recognize the intent. Such a grandiose claim is, of course, still highly controversial. Regardless of the universality of these particular expressions, one thing should be clear: The usage of expressions in general is universal. Thus, faces are an excellent medium for simply and powerfully expressing meaning and the failure to use its expressive ability would be a waste of an excellent communication channel.
Co-Expressions: In addition to independently expressing meaning, faces can be used to modify spoken meaning (Bull & Connelly, 1986; Bavelas & Chovil, 2000; Condon & Ogston, 1966; Motley, 1993; DeCarlo et al., 2002). For example, a statement of surprise does not have quite the same meaning when it is accompanied by a look of boredom as when it is accompanied by a look of surprise. Facial modifications are a great method for expressing sarcasm or for detecting the sincerity of a statement (see Ekman, XX). Thus, the proper usage of co-expressions in an HCI offers the possibility of increased range, control, and subtlety for communicative intent. Moreover, the failure to add the appropriate facial expression to the proper verbal statement, can alter the meaning of the verbal statement, reduce the believability and usability of the system, and probably give rise to recognition errors.
Visual Emphasis: While emotional expressions (either as stand-alone entities or as part of a verbal statement) are well-recognized as an important aspect of facial motion, it is less obvious that when we produce certain forms of vocal emphasis (e.g., like one would for the word tall in the sentence:  “No, I meant the tall duck”), we move our face and head to reflect this emphasis (see Figure 6.2). Indeed, it can be exceedingly difficult to produce the proper vocal stress patterns without producing the accompanying facial motion. Since facial motions and spoken language are often so tightly integrated, some theorists have argued that the visual and auditory signals should be treated as a unified whole within linguistics and not as separate entities (Bavelas & Chovil, 2000).  In the realm of auditory speech synthesis and recognition (see sections 6 and 2 for more), it is increasingly being recognized that that paralinguistic information such as prosody and emphasis is critical to natural speech.  The synthesis of spoken stress and other paralinguistic speech markers without the appropriate visual motions might well lead to increased miscommunication.
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Figure 6.1: Facial expression of emotion. The face can be used to express a variety of emotions. Here are four expressions: (a) Happiness, (b) Cluelessness, (c) (pleasant) Surprise, (d) Disgust. Note that the actress is wearing a black hat with a tracking target containing six green dots. This target is used in subsequent tracking and model-based image manipulation.

[image: image5.jpg]



Figure 6.2: Facial expression accompanying emphasis. Regions of the face other than the mouth move when attempting certain forms of emphasis. These motions alone may be sufficient to recognize the emphatic nature of the statement, even in a static snapshot. The full pattern of motion enhances the clarity of this type of facial motion.

Dialogue Flow: Last but not least, facial motion is also useful in controlling conversational flow (Bavelas et al., 1986; Bull, 2001; Cassell & Thorisson, 1999; Cassell et al., 2001; Poggi & Pelachaud, 2000). In the simplest version of this, head and eye gaze direction can be used to indicate to which conversational partner a request is directed.  Cassell and colleagues (Cassell & Thorisson, 1999; Cassell et al., 2001), for example, have created agents that utilize head motion and eye gaze to help control the flow of the conversation (i.e., to help control turn-taking). Improper or absent eye gaze information is an oft cited problem with most video-conferencing technology (Isaacs & Tang, 1993; Vertegaal, 1997), so the proper usage of this information will only improve the usability of an HCI. 
    Facial control of conversational flow can also be quite subtle, using such techniques as “back-channel” responses (Bavelas et al., 2000; Yngve, 1970).  Traditionally, the “listener” in a conversation is considered to be passive, waiting until their “turn” to give any information. It is increasing being realised that the “listener” is incredibly active.  A listener can, for example, inform a speaker what needs to be said next through the judicious use of facial expressions. If, in the middle of explaining something, a speaker is confronted with a nod of agreement, the speaker will probably continue explaining. A look of confusion, on the other hand will prompt either an attempt to explain the issue in a different manner, or elicit questions from the speaker (e.g., “What is not clear”). A look of disgust might signal that a change of topic is warranted, and so on.  A persuasive demonstration of the power of the listener can be found in (Bavelas et al., 2000). They examined storytellers and found that listeners seem to become an active part of the story, reacting as if they were in the situation being described. A lack of such sympathetic responses strongly affected the speaker: The story included less detail, did not last as long, and was often rated as less skilfully told.
Conclusions from the role of faces:  Facial expressions offer a very powerful and flexible channel of communication. Moreover, presenting a face but failing to provide the proper facial motion can lead to severe miscommunication or other more drastic problems. Thus, while it is only natural that facial expressions should be used in applied settings, care needs to be taken that the proper expressions are used at the proper time. For this and other reasons, the synthesis of proper conversational expressions is extremely challenging, and is one of the central reasons that (as part of generating the facial expressions for the COMIC demonstrator) we felt the need to perform basic research into facial expressions.
Which faces?:  So, if one is to have facial expressions, which ones? If one wants the Interface Agent to be understood anywhere in the world, one might be tempted to stay with the “universal” expressions.  This is not entirely a good idea for two reasons. First, it is not clear why one would wish to use some of the “universal” expressions in an Interface Agent. Under which circumstances is it appropriate for our Interface Agent to look scared, contemptuous, or disgusted? Second, these expressions clearly do not cover all of the roles of facial expressions. We need expressions to help control the flow of a dialog and to help indicate systems states.  These would seem to include indicating that the Agent agrees, disagrees, is confused (needs more input), and is busy (thinking).  Likewise, we need to perform some visual emphasis. A bit of pleased/happiness might also help to make the Agent more friendly looking. In short, for COMIC we chose to use a few, targeted expressions (which may or may not be universal) which cover at least the basics of the primary roles of facial expressions in a conversation. 

7.2 The perception of facial expressions

    As was alluded to in the last section, merely knowing which expressions people use during a conversation is not sufficient for the creation of good conversational facial animation. Why? On the one hand, humans are amazingly good at recognizing facial expressions and can detect very small differences in both motion and meaning. On the other hand, the physical differences between an expression that is recognizable and one that is not can be very subtle. Moreover, there are a number of different ways that humans express any given meaning, and not all of the resulting expressions are easily recognized (see, e.g., Bassili, 1978, 1979; Cunningham et al. 2003). Both of these factors mean that a high-degree of precision is needed in the animations. Indeed, one might reasonably say that even if a physically accurate Virtual Human perfectly duplicates all spatial and temporal aspects of facial motion and is driven in real-time from a real human face, there is still no guarantee that the resulting expressions will be understood. We need additional fundamental knowledge about expressions for the creation of good conversational animations. During the course of COMIC, we have tried to acquire some of that knowledge. These experiments are detailed in Deliverables 2.2, 2.3, and 2.4.  Where the results touch on the issues of this deliverable they will be summarized. In general, we have chosen to acquire new knowledge about facial expressions using psychophysics. Psychophysics is the process of discovering and precisely describing the functional relationship between some physical dimension (e.g., the intensity of a sound signal) and the related perceptual dimension (e.g., loudness). It also provides a nice conceptual framework for the remaining of this section: First, we will talk about the physical nature of faces; then, we will discuss the perception of faces. Throughout the course of the following discussion, we will derive some specific requirements for the Interface Agent.
7.2.1 The Physical Nature of Faces: 
There is a large literature in computer vision examining a variety of methods for automatically extracting and/or recognizing facial expressions (see Pantic & Rothkrantz, 2000, and Donato et al., 1999, for reviews). There is also a large literature in computer graphics and in the behavioral sciences (see, e.g., Pelachaud et al., 1994, for a review). One central fact stands out very clearly from all of these studies: Faces and Facial Motion reside in a very high dimensional space. In other words, proper physical descriptions of facial motion are exceedingly complex. This would seem to suggest that one should perhaps spend some time considering the system one will use to describe expressions.  Not surprisingly, then, an impressive variety of representational systems have been developed to describe facial expressions (see, e.g., Sayette et al., 2001, for an overview). Most of these systems explicitly believe that facial expressions are the combination of different feature positions (i.e., corners of the mouth turned down, raised eyebrows, etc). Perhaps the most widely used method for describing facial expressions is the Facial Action Coding System (or FACS, Ekman & Friesen, 1978), which segments the visible effects of facial muscle activation into “action units”. Combinations of these action units can then be used to describe different expressions. Thus, the composite approach to representing facial expressions by as a combination of feature motions seems to be moderately successful. The exact coding system (e.g., FACS, FACS+, etc) that should be used is not yet clear. Indeed, it is important to note that all of these systems (including FACS) were designed as a descriptive systems for representing the elements of facial expressions. Thus, a detailed analysis of which elements go together to produce different expressions is external to FACS itself (Sayette et al., 2001). In other words, FACS itself does not tell us what the necessary and sufficient components of facial expressions are. One might liken FACS to the alphabet: One combines letters of the alphabet to make words, but the mere possession of an alphabet and the ability to speak a large number of words does not instantly grant us a dictionary! 
     It should be abundantly clear that humans move their faces in a large number of ways, only a small number of which are meaningful.  Continuing our alphabet metaphor, there is an almost infinite number of ways that letters can be combined, but a finite number of words. Thus it is clear that (a) simply randomly moving the face about and hoping that one hits the right expression will obviously not work, and (b) FACS will NOT determine the expressions for us.  Thus, we simply must empirically determine which portions of the face move, when they move, and how they move in order to properly produce an expression. Of course, some work has been done on this, and we will talk about that some more in the perception portion of this section, below.  For the moment, however, two points need to be made. First, unlike letters in the alphabet, the motion of facial features is very much a continuum (i.e., one either has the letter “A” or one does not, but eyebrow motions are much more continuous). Indeed, humans are quite capable of producing extremely subtle changes in a face. Moreover, the subtle changes within individual features can play an important role, as can be seen in Figure 6.3, where small changes alter an expression from acceptable to comical.
    Second, there are many ways to produce any given expression. Figure 6.4 shows, for example, three different versions of a thinking expression that one actress used during a single “instance” of thinking. So, properly producing any given expression does not really seem to be a simple matter of finding the “right” combination of action units -- several combinations can be used. It is still very much unknown whether the different ways of producing an expression are equivalent. Do they mean exactly the same thing? Are they done in the same situation(s)? Are they equally recognizable? These and other fundamental research questions still need to be answered before we can hope to have a truly accurate facial animation system. For now, however, it is clear from the variety and subtlety of the subject matter that if we are to have a hope of achieving our goals, we need an system that is Generative (i.e., capable of producing a large set of new animations based on a limited set of basis elements), and Flexible (i.e., capable of subtle variations).
Design Specification: We need a Generative animation system.

Design Specification: We need a Flexible animation system.
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Figure 6.3: Subtle variations in facial motion can change an expression from believable to comical. Although the differences are less noticeable in these static snapshots than in the full video sequences, most observers say that the expression of cluelessness in (a) is more believable than that in (c).
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Figure 6.4: Variations of thought. This actress used several different facial poses to express thinking. All three facial poses were produced within a single instance of thinking.

7.2.2 The Perception of Facial Expressions. 
Now, let’s look at the perceptual side. All theories of perception start with the same fundamental assumption: Perception is surface based (see, e.g., Marr, 1982; Gibson, 1979).  That is, we see that portion of an object where the object ends and the air (or water, or other enclosing medium) starts. We do not see below the surface. For faces, this means we see the skin, but not the muscles. Thus, to synthesize a perceptually accurate face we need merely be sure that that what happens on the surface of the face (i.e., skin) is accurate. In other words:  
Design Specification:   We do not need to animate everything under the skin.
      While a fair amount is known about the production and perception of the "universal expressions", considerably less is known about the non-affective expressions which arise during a conversation. Several points regarding conversational expressions are, however, already clear. First, humans often produce expressions during the course of normal conversations that are misunderstood, leading to miscommunication. In other words, the perception of facial expressions, even under the best of circumstances, is not perfect (see, e.g., Bassili, 1979).
     Second, it is possible to produce an expression that is correctly recognized, but is perceived as contrived or insincere. In other words, clarity is not the same thing as believability. For example, the issue of whether there is a difference between “posed” expressions and “spontaneously occurring” expressions shows up throughout the literature (see, e.g., Bassili, 1979).  It seems to us that the issue of sincerity will become increasingly critical to Virtual Agents, particularly as they become more capable and progress into more business critical operations (e.g., virtual sales agents). After all, who would buy anything from an Agent if it is obviously lying or insincere, regardless of how good or realistic it looks? Given the above-noted flexibility of faces, and the demonstration of the role of subtle changes, it seems reasonable to assume that small changes in the position of the face can lead to large changes in the perception of the expressions (e.g., in the recognizability or believability of the expression). So, we need an animation system that has good knowledge of the spatial structure of the face, and offers fine control over small changes.
Design Specification:  *Need knowledge about the spatial structure of expressions*

Design Specification:  *We need to finely control spatial changes* 
   Form the work on universal expressions, it is also clear that temporal information is of central importance to the perception and recognition of expressions (Bassili, 1978, 1979; Bruce, 1988; Edwards, 1998; Kamachi et al., 2001). Bassili (1978, 1979) has conclusively shown, for example, that one can recognize certain expressions even when only temporal information is available (i.e., from point-light clouds; see Johansson, 1975). Likewise, it is clear that facial expressions are recognized best when both spatial and temporal information are available. Furthermore, Humphreys et al. (1993) has provided evidence that static and dynamic information for expressions are processed in separate areas of the human brain. Thus, any description of the perceptually necessary and sufficient components of facial expressions should include an examination of the temporal aspects of expressions as well as the static. In other words: 
Design Specification:  *Need knowledge about the temporal structure of expressions*

Design Specification:  *We need to finely control temporal changes* 
    In short, humans produce a large number of facial expressions, each of which can be done in a variety of ways. The difference between a “good” expression and a “bad” expression can be (physically) quite subtle, and can be either embedded in the temporal changes or the spatial changes. Thus, we need an animation system that:
1. is generative;

2. is flexible;

3. has fine knowledge of and control over spatial structure;

4. has fine knowledge of control over temporal structure;
5. does not necessarily render everything under the skin;
6. is realtime.

7.2.3  Real-Time Facial Animation: Technical underpinnings
In this section, we briefly examine the different types of animation, and compare them to the requirements set out in the last two sections. Broadly speaking, one can split existing animations systems into three rough classes: Image-Based, Muscle-Based, and “3D Shell”-based systems (i.e., cluster animation and blend-shape animation).
   Image-based systems record an individual performing a variety of actions and then, roughly speaking, bring the individual pictures into correspondence (i.e., describe the pixel-wise changes between manually identified, identical features in the two pictures). Once the action in an image or image sequence has been labelled (and the pixel transformation between images determined), one can create an “animation” by playing the proper sequence of images in the proper order (interpolating between images where necessary).  This style of animation currently produces the highest level of realism (this should not be a big surprise, as the systems are based entirely on real photographs).  These systems are also usually real-time capable. So far, this style of animation meets several of our requirements: It has good spatial knowledge (i.e., high static realism), decent temporal knowledge (depending on the recording rate), is real-time capable, and does not waste time on perceptually unnecessary things (e.g., stuff under the skin). The systems do, however, suffer from several rather severe drawbacks. First, they are definitely not flexible and do not allow control of the spatial information. For example, if you want to make the happy expression a bit bigger, faster, or even just have the mouth open a small amount more, you cannot. This derives in part from the holistic nature of the method (one cannot take the eyebrows from one image and add it to the mouth of another picture, etc). Likewise the systems are not generative. In other words, if you do not have the exact change recorded, then you cannot animate it.  These drawbacks might be, to some degree, overcome by having an extremely large database, with every possible variation on every possible expression, etc. Such a database would be prohibitively expensive to collect, and would be so large that real-time retrieval of the proper image sequences would probably not be possible. Finally, the images are not alterable. One cannot change the lighting of the scene, the background of the scene, the view-point onto the scene, the hat or clothes warn by the Agent, the identity of the Agent, etc. While future research might well solve many of the problems with Image-Based Animation, it does not seem a good match for the requirements of COMIC.

   The second style of animation is Muscle-Based Animation, which might also be called physical simulation animation.  In this type of system, the facial muscles and skin are physically modelled (sometimes the skull is also modelled). Facial animations are then produced by moving the muscles in such a manner that the face and head move to produce the correct expression. Such systems are highly generative and flexible: The proper twitch of the proper muscles can replicate just about anything real faces can do, at least in principle. The also have very fine control over the spatial and temporal structure of the face. So far, so good. They do, however, require the proper physical simulation of a bunch of hidden elements (skull, muscles, skin, cartilage, etc.)  in order to produce an expression. Thus, like any physical simulation, the more realistic the simulation, the less real-time the simulation will be.  Moreover, currently, the results of these systems are generally quite bad. The central reason for the lack of realistic results is the lack of knowledge. We simply do not have a sufficiently detailed knowledge of how a single facial muscles moves, how several facial muscles move together, how a single muscle connects to the bone and skin around it, how the motion of a muscle alters the skin, how skin moves, and so on.  A further downside for this method is that, we do not know which muscle motions (not just which muscles, but the exact spatiotemporal information of the pattern of muscle contractions that produce any given expressions) go with which expressions, and it is not clear that it will be easy to accurately acquire this information.  In sum, while this type of system is incredibly flexible, generative and has great spatial and temporal control, the level of knowledge necessary to generate acceptable facial animation does not yet exist, and probably will not in the near future. 

    Finally, there are the “Shell" based systems.  Within this class exist two subclasses: Cluster animation and Blend-Shape animation. In general, these animation systems use a three-dimensional object in the shape of a face and employ standard computer graphics techniques for the animation of 3D objects. Thus, even though the system renders more then the image presented to the eyes of the observer, they limit themselves to the surface of objects. In this manner, they have simple but flexible and generative potentials: great control over small spatial and temporal changes. But what about spatiotemporal knowledge?  In general, Cluster animation has great temporal knowledge but bad spatial knowledge, and in Blend-shape animation the reverse is true.  Let’s examine this issue a bit closer: In Cluster animation, a single 3D face is acquired from somewhere (usually in a relaxed, neutral expression). Then, motion capture recordings are made (i.e., small markers are attached to the face of an actor or actress, and the exact 3D trajectory of these markers is recorded while the actor/actress performs different actions).  The recorded 3D trajectories are used to control specific points on the 3D face. Thus, for Cluster Animation, the temporal knowledge is very good – but only for a limited spatial area (the markers). The motion of the areas between the markers is guessed (these guesses take the form of “influence maps”). 
    In Blend-shape animation, 3D snapshots are acquired (they are usually either 3D scans of a real face or are generated by hand by an expert) of various facial poses. These poses are then combined to produce a large variety of expressions. If one has the proper basis set of 3D shapes, one can generate any expression at all. In Blend-Shape animation, then, one has great spatial information – but only for a small snapshot in time. That is, one knows exactly how the face is contorted at the beginning of an expression (neutral face)  and at the end of an expression (peak expression). One can generate the exact shape of the face in between with weighted combinations of the basis blend-shapes, but generally one has no idea what the proper weights for these middle positions are. 
   It would seem that a hybrid system could combine the best of both worlds. By determining the weighted combination of blend-shapes through motion capture data, one has both great spatial and great temporal information. Thus, a hybrid, motion-capture-driven, blend-shape animation system:

1. has great temporal information, 
2. has great spatial information

3. has great temporal control

4. has great spatial control

5. is generative

6. is flexible, 
7. and is real-time capable. 
In other words, a hybrid system seems to meet our requirements for an Interface Agent.  Of course, we still need the proper “dictionary” of expressions to be truly generative (i.e., not limited to the exact recordings). That is, it is still unclear which combination of facial motions produces valid expressions. Since the hybrid system is based on combinations of surface structure, the proper information can be derived from, a combination of video-based psychophysics (see, e.g., Cunningham, 2004), and computer-vision techniques, and is one of the goals of MPI-Tuebingen’s WP2 research.
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� 1Note that the current version of the PATE system does not support for co-references but this is planned


for future versions.


� 2XSLT is a language for transforming XML documents into other XML documents; see http://www.


w3.org/TR/xslt





